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As symbolized by the K-computer, massively
parallel computation is actively used for solving
problems in materials science in recent years. In
fact, computer-aided science has been providing
answers to many problems ranging from the most
fundamental ones, such as critical phenomena in
quantum magnets, supercondicutors, and superfluids,
to the ones with direct industrial applications, such
as semiconductor devices and electrode chemical
reactions in batteries. Due to the recent hardware
trends, it is now crucial to develop a method for
breaking up our computational task and distribute
it to many computing units. In order to solve this
problem in an organized way, we coordinate the
use of the computational resources available to our
community, including "K-computer" and ISSP super-
computers. We also support the activities of CMSI,
an organization of the materials science community.
In particular, we operate the web site, MateriApps,
which offers easy access to various existing codes in
materials science as well as cooperative code-devel-
opment environments. In addition, we have started
to find ways to lead activities in fundamental science
study to solutions to problems with more direct social
impacts such as substitutions of rear elements.
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The results of quantum Monte Carlo simulation of impurity-induced phase
transition. Spatial distribution of magnetic moments induced by site dilu-
tion is shown.
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We study novel order states and quantum-phase-transitions,
which are looked at the quantum spin system etc., by using the
technique of computational physics, such as the quantum Monte
Carlo method. The effect of quantum fluctuations is pronounced
especially in line-shaped or thin-film magnets, nano particles,
etc. There, the geometric effect of substance can be quite strong,
and thus spins resonate by quantum fluctuations, and cannot
align with each other. When nonmagnetic impurities are
introduced into this “spin liquid” state, it shows the extremely
different behavior; magnetic long-range order is often induced
contrary to the usual magnets. By using the large-scale computer
simulation, we study such phenomena elicited by competi-
tion and coexistence of quantum fluctuations and disorder.
We also study the simulation algorithms, which fully demon-
strate the capability of the latest supercomputers including the

K-computer, and develop open source software.
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Metropolis heat bath BC
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The geometric construction of transition kernel in Markov-chain Monte

Carlo. In our new algorithm (BC), the rejection rate (red boxes) is elimi-
nated completely.

Quantum liquid state in low-dimensional quantum spin systems
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Novel quantum phases created by competition of dimensionality, quantum fluctuations, and disorder
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Development of new simulation algorithms
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Parallelization of simulation software and development of libraries
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ZnS doped with Cr and Fe
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Computational materials design (CMD)
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KKR Green's function method and its applications
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Magnetism and development of new permanent magnets
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Our main objective is to theoretically produce new function-
ality materials by means of computational materials design
(CMD). In particular, the development of new high-perfor-
mance permanent magnets is one of our main targets. CMD
aims at to design materials and/or structures on the basis of
quantum mechanics. This corresponds to the inverse problem of
quantum simulation. In general, solving such a problem is very
difficult, but in the case of CMD we can solve this by making
use of the knowledge, which is obtained through quantum
simulations, about underlying mechanisms that realize a specific
feature of materials. In this regards, the developments of new
methods of quantum simulation are also our very important
subjects. Among them are developments of methods of accurate
first-principles electronic structure calculations in general, first-
principles non-equilibrium Green’s function method, screened
KKR-method that realizes exact order-N calculation for huge
systems, and the methods beyond LDA.
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The relation between CPU time (single processor) and the layer number of
a Cu thin layer calculated by the screened-KKR method. Order-N perfor-
mance is realized.
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