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Research Highlights

Probing a Horizontal Line Node  
in the Heavy-Fermion Superconductor 

URu2Si2 by Angle-Resolved Heat 
Capacity Measurements

Sakakibara Group

Identification of the gap structure of anisotropic super-
conductors (SCs) has been the subject of intensive study 
over many years. Among various experimental techniques, 
the heat capacity (Cϕ) measurement in a rotating magnetic 
field (H) is quite useful because of its wide applicability. 
This technique is based on the fact that the field-induced 
zero-energy density of states, N(E=0), in the superconducting 
mixed state of a nodal SC is field and its orientation depen-
dent. In the case of a tetragonal SC with vertical line nodes, 
in particular, Cϕ shows an angular oscillation when H is 
rotated in the basal plane, with Cϕ minima occurring along 
the nodal directions. 

To probe the horizontal line node, however, is not so easy. 
When H is rotated in the ac plane of the tetragonal crystal, 
the polar angle (θ) variation of the heat capacity Cθ(H) is 
expected to exhibit a twofold oscillation reflecting the gap 
structure. It should be reminded, however, that because of 
the tetragonal symmetry of the lattice, the upper critical field 
Hc2 would have a substantial twofold anisotropy in the ac 
plane and give rise to a strong twofold background in Cθ(H). 
Hence, the simple argument—the direction of minima in 
Cθ(H) corresponds to the nodal direction—does not hold. 

Nevertheless, because the θ variation of the field-induced 
N(E=0) would exhibit local minima as the direction of H 
passes through the horizontal line node, fine structures may 
appear in the twofold oscillation of C

θ
(H). We applied this 

technique to the heavy fermion superconductor URu2Si2 [1], 

whose gap structure is suggested by previous experiments to 
be a chiral d-wave, kz(kx+iky), having a horizontal line node 
and polar point nodes [2,3]. 

Figure 1 shows the measured results of Cθ(H) obtained 
by rotating H within the ac plane. At high fields, the large 
twofold oscillation is observed, reflecting the anisotropy of 
Hc2 predominantly due to the anisotropic Pauli paramagnetic 
effect. In the low-field region below 0.15 T, no remark-
able anomaly was detected in C(θ): the data can be fitted 
by a simple twofold function expected for an effective mass 
model. By contrast, a striking feature is found in C(θ) in the 
region 0.2~1.5 T; a shoulder-like anomaly appears at around 
θ~45º. With increasing H, this anomaly slightly moves to the 
higher θ side. 

We calculate the θ dependence of the N(E=0) on the basis 
of the microscopic Eilenberger theory assuming the gap 
symmetry of kz(kx+iky) [inset of Fig. 2(a)] and a single-band 
spherical Fermi surface. For simplicity, the Pauli-paramag-
netic effect and the anisotropy of the Fermi velocity are not 
taken into account. Figure 2(a) shows the field dependence of 
N(E=0) at θ=0 (H||z) and 90º. For both field directions, H1/2 
dependence is obtained reflecting the line node. Note that a 
small anisotropy appears in N(E = 0).

In Fig. 2(b), N(E=0) is plotted as a function of θ at several 
fields. The calculated result at a low field B=0.03 can repro-
duce the features observed in the present experiment, i.e. the 
shoulder-like anomaly and the dip structure in C(θ) observed 
at moderate fields. With increasing B, a sharp dip develops 

Fig. 1. Polar angle dependence of C/T of URu2Si2 measured at 0.2 K in 
various magnetic fields ranging from 0.07 to 3 T.

Fig. 2. (a) Field dependence of N(E=0) for B||z and B||x, obtained by 
microscopic calculations assuming the kz(kx+iky) gap. (b) Calculated 
polar angle variation of N(E=0) at several fields. (c) Angle-resolved 
density of states, Nk(0), mapped on the spherical Fermi surface. The 
magnetic field is rotated in the xz plane.
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at θ=0 and then the anisotropy in N(E=0) is reversed above 
B ∼ 0.1, reflecting the Hc2 anisotropy. The dip at θ=0 and 
the reversal of the C(θ) anisotropy in the high-field region, 
demonstrated in Fig. 2(b), were not detected in the experi-
ment because the actual Hc2 anisotropy depends on the strong 
Pauli-paramagnetic effect. Figure 2(c) shows the momentum-
resolved density of states, Nk(0), mapped on the spherical 
Fermi surface. The field B=0.03 is rotated in the xz plane. 
When B||z (θ=0), strong quasiparticle excitations occur on 
the line node as indicated by a red color. As B rotates towards 
x direction, the quasiparticle excitations at the region ky=0 
are strongly reduced, resulting in a decrease in N(E=0). This 
effects account the shoulder-like feature in C(θ) near 45º.

The present results indicate that a horizontal line node 
exists in URu2Si2. Note that among the possible gap struc-
tures for a tetragonal even parity SC, only kz(kx+iky) has the 
horizontal line node. Thus, the pairing symmetry of URu2Si2 
is likely to be the chiral d wave [1].
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Solid-Solid Interconversion Coupled by 
Jahn-Teller-Like Distortion and Bond-Order 

for the Hydrogen-Bonded Molecular 
Conductor β'-[H3(Cat-EDO-TTF)2]BF4

Mori Group

In the field of molecular functional materials, 
“π-electronic properties” of (super)conductors and anti/ferro-
magnets and “protonic properties” of anti/ferro-electrics 
and proton conductor have been investigated separately and 
independently. Our aim is to couple “π-electronic proper-
ties” and “protonic properties” and to create novel “proton 
and π-electron coupled (PEC) properties and functionalities”. 
Recently, in the catechol-fused tetrathiafulvalene (TTF) 
system [1], the metallic state of purely organic single-unit 
crystal of κ-H3(Cat-EDT-ST)2 [2], the quantum spin liquid 
state of κ-H3(Cat-EDT-TTF)2 [3], and electronic switching 
induced by deuterium and charge transfer of κ-D3(Cat-
EDT-TTF)2 and κ-D3(Cat-EDT-ST)2 [4,5] have been 
unveiled. Here we report unprecedented solid-solid intercon-
version coupled by Jahn-Teller-like distortion of hydrogen-
bond (H-bond) unit and bond-order for the molecular 
conductor β'-[H3(Cat-EDO-TTF)2]BF4 [6]. 

The present crystal is composed of an H-bonded unit 
structure [H3(Cat-EDO-TTF)2]+ and an additional BF4¯ 
anion (positionally disordered), to give a chemical formula 
of [H3(Cat-EDO-TTF)2]BF4. In addition, this H-bond unit, 
[H3(Cat-EDO-TTF)2]+, is highly planar, and the H-bond 

part has an anionic symmetric [O..H..O]¯ structure with 
a short O..O distance (2.455(3) Å), whose H-bonded 
hydrogen occupies the inversion center of the H-bonded 
unit. Thus, two Cat-EDO-TTF skeletons in the unit are 
crystallographically equivalent to each other (Fig. 1). In the 
present EDO-TTF is +1 state, as estimated from empirical 
bond length analysis of the TTF skeleton due to the inclu-
sion of the BF4¯ anion in the present system to maintain 
the charge neutrality of the overall crystal. As a result, 
the EDO-TFF system is expected to have a larger charge  
polarization within the H-bonded unit, [(EDO-TTF+-Cat)-
[O..H..O]¯-(Cat-TTF+-EDO)]+ The present planar H-bonded 
molecular units form a sheet-like structure including the 
BF4¯ anions, which is further stacked to construct a so-called 
β’-type two-dimensional conducting layer composed of 
Cat-EDOTTF+ molecules. Thus, the high temperature 
phase (HTP: high temperature phase, 220 K < T) crystal 
can be called β’-[H3(Cat-EDO-TTF)2]BF4. As shown by 
red dashed circles in Fig. 1, the Cat-EDO-TTF+ molecules 
are π-dimerized in a head-to-tail manner with an inter-
planar distance of 3.41 Å, which is much shorter than that 
between the π-dimers (3.60 Å). Actually, the calculated 
transfer integral within the π-dimer (134 meV, denoted by 

Fig. 1. The solid-solid interconversion from β’- (220 K < T) to 
α-[H3(Cat-EDO-TTF)2]BF4 (T < 220 K) is originated from the interplay 
of geometric Jahn-Teller-like distortion (from 180˚ to 147˚) of the intra-
hydrogen-bond-unit [H3(Cat-EDO-TTF)2]¯ and magnetic stabilization 
of Cat-EDO-TTF dimers, where the paramagnetic-to-non-magnetic and 
low-to-high resistivity transition occurs. The solid line in the tempera-
ture dependence of χMT is reproduced by the singlet–triplet (S–T) 
dimer model with a very strong antiferromagnetic exchange coupling of 
2J/kB = -1700 K.
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a in Fig. 1) is much larger than that between the π-dimers  
(4.3 meV, denoted by b), suggesting that a very strong dimer-
ization occurs. This type of conductive molecular material 
composed of a mono-oxidized TTF+ derivative is very rare 
due to the strong intermolecular Coulomb repulsion. In the 
present system, however, the head-to-tail arrangement of the 
significantly charge-polarized or zwitterionic-like Cat-EDO-
TTF skeletons within and between the π-dimer(s) seems to 
effectively decrease the intermolecular Coulomb repulsions, 
to allow the construction of the infinite π–π stacking. Also, 
between the columns, there are some effective intermolecular 
interactions (c–e in Fig. 1).

The phase transition occurs around 220 K. Interest-
ingly, upon the transition, the H-bonded unit becomes bent 
from 180° to 147° at one of the H-bonded oxygen atoms 
in the H-bond (Fig. 1), which results in desymmetrization 
of the H-bonded unit: two crystallographically equivalent 
Cat-EDO-TTF+ skeletons in the HTP (A and A’ molecules) 
become non-equivalent (A and B molecules), and, simul-
taneously, the symmetric [O..H..O]‒ H-bond is also desym-
metrized to an [O–H..O]‒ fashion with the O–H and O..H 
distances of 1.17(4) Å and 1.31(4) Å, respectively. The 
HOMO energy levels of TTF skeletons are stabilized from 
-9.310 eV (HTP) to -9.322 and -9.335 eV (LTP: low temper-
ature phase, T < 220 K) by extended Hückel calculation 
based upon crystal structure analyses. The bent of H-bond 
unit and stabilization of total energy from the HTP to the 
LTP are noted to be the Jahn-Teller-like distortion of H-bond 
unit. Curiously, however, the valence on the TTF skeletons in 
the LTP is fundamentally unchanged from that in the HTP, to 
maintain the +1 state, as revealed by the bond length analysis 
and DFT calculation. Also, the BF4 anions are still position-
ally disordered, however, notably the molecular arrangement 
of the Cat-EDO-TTF+ skeletons in the conducting layer is 
dramatically changed: the β’-type arrangement in the HTP, 
composed of a single kind of π-stack inclined in the same 
direction, transforms to a so-called α-type molecular arrange-
ment in the LTP, where two types of the π-stacking columns 
with opposite inclinations (columns A and B) are alternately 
arranged. In this α-[H3(Cat-EDO-TTF)2]BF4 crystal, the 
tilt angle between the adjacent Cat-EDO-TTF+ skeletons in 
the columns A and B corresponds to the bend angle of the 
H-bonded unit, which thus suggests that this unusual molec-
ular arrangement change is based on the transformation of 
the H-bonded unit between the planar and bent forms. 

Temperature dependence of the electrical resistivity and 
magnetic susceptibility (Fig. 1) of this H-bonded-unit-based 
conductor [H3(Cat-EDO-TTF)2]BF4 was measured on the 
single crystal and polycrystalline sample, respectively. In 
both the measurements, we observed the phase interconver-
sion between the high-temperature β’-[H3(Cat-EDO-TTF)2]
BF4 and the low-temperature α-[H3(Cat-EDO-TTF)2]
BF4, in the almost same temperature region. In the resis-
tivity measurement, the resistivity at room temperature is 
50 ohm cm and a semiconductor–semiconductor transition 
with an abrupt change in ρ was observed at around 210 K, 
which leads to an increase in the activation energy from 
135 meV in the HTP to 165 meV in the LTP. This lowering 
of the transport property is due to the enhancement of the 
π-dimerization and the decrease of the inter-columnar  
interaction, which make the conductive π-electrons further 
localized within the π-dimer. The magnetic properties are 
also significantly altered around the anomaly at 220–230 K 
(Fig. 1): after its gradual decrease from 300 K, the χMT value 
rapidly dropped at 230 K and recorded 0.0 emu mol-1 K 

below 220 K, indicating that the LTP is a non-magnetic state. 
Also this temperature dependence was reversibly observed. 
We note here that the χMT value at 300 K (0.047 emu  
mol-1 K) is much smaller than the expected value for 
non-interacting two S = 1/2 spins (0.75 emu mol-1 K), 
suggesting the occurrence of a strong antiferromagnetic 
interaction between the S = 1/2 radical cationic TTF+ skele-
tons in the π-dimer. Actually, the temperature dependence 
of χMT in the HTP (T > 220 K) was well reproduced by the 
singlet–triplet (S–T) dimer model with a very strong antifer-
romagnetic exchange coupling of 2J/kB = -1700 K (solid line 
in Fig. 1).

In summary, we have discovered the novel proton-π-electron 
coupled (PEC) conductor, β’-[H3(Cat-EDO-TTF)2]BF4, with 
the solid-solid interconversion from β’- to α-phase accompa-
nying resistivity and magnetic switching of the BF4 complex. 
This transition is derived from geometric Jahn-Teller-
like distortion from planar to bent form of the composed 
hydrogen-bonded unit and the magnetic stabilization towards 
bond-order derived from spin singlet state with stronger 
dimerization of molecules. Further systematic tuning of 
proton and π-electron dynamics in this coupled system will 
afford novel chemical and physical functionalities beyond the 
framework of π-electronics so far.
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Large Anomalous Hall Effect in  
the Non-Collinear Antiferromagnet  

Mn3Sn at Room Temperature

Nakatsuji Group

In ferromagnetic (FM) conductors, an electric current 
may induce a transverse voltage drop in zero applied 
magnetic field: this anomalous Hall effect is observed to 
be proportional to magnetization M, and thus is not usually 
seen in antiferromagnets in zero field. Recent developments 
in theory and experiment have provided a framework for 
understanding the anomalous Hall effect using Berry-phase 
concepts [1], and this perspective has led to predictions that, 
under certain conditions, a large anomalous Hall effect may 
appear in spin liquids and antiferromagnets without net spin 
magnetization [2]. Although such a spontaneous Hall effect 
has now been observed in a spin liquid state [3], a zero-field 
anomalous Hall effect has hitherto not been reported for 
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antiferromagnets. 
Mn3Sn is a hexagonal antiferromagnet (AFM) that 

exhibits non-collinear ordering of Mn magnetic moments at 
the Néel temperature of TN ~ 420 K [4]. The system has a 
Ni3Sn-type structure with space group P63/mmc (Fig. 1(a)). 
The basal plane projection of the each ab-plane consists of 
a slightly distorted kagome lattice of Mn, and the associated 
geometrical frustration manifests itself as an inverse trian-
gular spin structure that carries a very small net FM moment 
of ~ 2 mµB/Mn (Fig. 1(b)) [4]. All Mn moments lie in the 
ab-plane and form a chiral spin texture with an opposite 
vector chirality to the usual 120° structure. This spin config-
uration has an orthorhombic symmetry, and only one of the 
three moments in each Mn triangle is parallel to the local 
easy-axis. Thus, the canting of the other two spins towards 
the local easy-axis is considered to be the origin of the weak 
FM moment [4]. 

We have carried out detailed transport measurements 
using high-quality single crystals of Mn3Sn to reveal the 
properties associated with the non-collinear antiferro-
magnetic (AF) ordering [5]. Figure 2(a) presents the field 
B dependence of the Hall resistivity, ρH(B) at 300 K for  
B || [2-1-10]. ρH(B) exhibits a clear hysteresis loop with a 
sizable jump of |ΔρH| ~ 6 μΩcm. This is strikingly large for 
an AFM, and is larger than those found in elemental transi-
tion metal ferromagnets (FMs) such as Fe, Co and Ni [1, 6]. 
Notably, the sign change occurs at a small field of ~ 300 Oe. 
In contrast, the longitudinal resistivity ρ(B) remains constant 
except for spikes at the critical fields where the Hall resis-
tivity jumps (Fig. 2(a)). Correspondingly, the Hall conduc-
tivity, σH = − ρH/ρ2, for in-plane fields along both [2-1-10] 
and [01-10] shows a large jump and narrow hysteresis. For 
instance, with B || [01-10], σH has large values near zero 
field, ~ 20 Ω−1cm−1 at 300 K and nearly 100 Ω−1cm−1 at 100 
K. This is again quite large for an AFM and comparable to 
those values found in FM metals [1, 7]. On the other hand, 
the Hall signal for B || [0001] shows no hysteresis but only a 
linear field dependence.

If we label the additional term originating from the 
non-collinear AF ordering as ρH

AF, the Hall resistivity in 
Mn3Sn can be described by ρH = R0B + Rsµ0M +ρH

AF.
By subtracting R0B and Rsµ0M from ρH, we find that ρH

AF 
is nearly independent of B or M, unlike what is found in 
FMs, as shown in Fig. 2(b). With the reversal of a small 
applied in-plane field, ρH

AF changes sign, corresponding to 
the rotation of the staggered moments of the non-collinear 
spin structure [4]. Thus, the large AHE, ρH

AF, must have 
a distinct AF-driven origin. This soft response of the large 
anomalous Hall effect in an AFM could be useful for various 
applications including spintronics—for example, to develop 
a memory device that produces almost no perturbing stray 
fields. 

Finally, we note that the present exceptionally large 
AHE found in an AFM with vanishingly small magnetiza-
tion indicates that a large fictitious field due to Berry phase 
must exist in momentum space, and is expected to generate 
various effects including orbital ferromagnetism and the spin 
Hall effect. Exploration of such effects and their external-
field control are suitable subjects for future studies.
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Strange Metal Phase without  
Magnetic Criticality

Nakatsuji and Uwatoko Groups

In condensed matter physics, it is highly important 
subject to find a novel state of matter. Through many exten-
sive work performed on strongly correlated electron systems 
including heavy electron metals, high-Tc superconduc-
tors and organic conductors, it has been one of the most 
intriguing and significant possibility that there should be 
another class of a metallic phase that cannot be described 
by the standard frame work of metal, namely, Fermi liquid 
theory. It has been often called as strange metal phase. 
However, its strong sensitivity to impurity has made it hard 
to distinguish it from quantum criticality associated with a 
singular zero temperature point, namely, quantum critical 
point. 

Nakatsuji and Uwatoko groups at ISSP University of 
Tokyo and a theoretical group at Rutgers University, USA, 
have studied the pressure effect on heavy fermion system 
β-YbAlB4 and found the first evidence of a strange metal 
phase over an extensive region of pressure by suppressing 
superconductivity. Just as the melting of ice involves a 
transition from solid to liquid state, strongly correlated 
materials exhibit transition between magnetic ordered state 
and a Fermi liquid state. Among the strongly correlated 
electron systems, the heavy fermion metals often offer the  

Fig. 1. (a) The crystallographic unit cell of Mn3Sn. (b) An individual 
ab-plane of Mn3Sn. Mn moments form an inverse triangular spin struc-
ture. Each Mn moment has the local easy-axis parallel to the in-plane 
direction towards its nearest-neighbor Sn sites.

Fig. 2. (a) Field dependence of the Hall resistivity ρH and the longitu-
dinal resistivity ρ at 300 K in the magnetic field B || [2-1-10] with the 
electric current I || [01-10]. (b) Field dependence of the non-collinear 
AF ordering driven Hall resistivity ρH

AF = ρH − R0B − Rsµ0M at 300 K.
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convenient cases where the transition temperature can be 
easily tuned, for example, by varying a physical param-
eter, such as magnetic field, external pressure and chemical 
composition. In particular, the parameter where the transi-
tion temperature is suppressed to absolute zero temperature 
(minus 273.15 °C) is called quantum critical point (QCP). 
Nearby the quantum critical point, at low temperatures, a 
strange metal state is believed to emerge due to quantum 
critical fluctuations associated with the instability between 
the magnetic ordered state and Fermi liquid state (Fig. 1(a)). 
As the quantum critical point is very unstable, the quantum 
critical phenomena such as the non-Fermi liquid state and 
superconductivity appear only nearby quantum critical point 
(conventional QCP in Fig. 1). 

Here, we show our experimental study on an ultrapure 
single crystal of the Yb-based heavy fermion compound 
β-YbAlB4. β-YbAlB4 is known to have a zero magnetic 
field and zero pressure quantum critical point and exhibits 
pronounced strange metal state and superconductivity at low 
temperatures [1-3]. We applied high pressures and performed 
high resolution measurements of electric resistivity at 
low temperatures to investigate its electrical properties. A 
small magnetic field was used to suppress the supercon-
ductivity to reveal the strange metal state. Eventually, we 
succeeded in elucidating a number of surprising phenomena  
(Fig. 1(b)) [4]:
1)	 In the extensive pressure regime (0 < P < 0.4 GPa), a 

strange-metal region with non-Fermi liquid properties 
exists beneath the superconducting dome.

2)	 Both the strange metal phase as well as the supercon-
ducting (SC) phase (0 < P < 1 GPa) are isolated from 
the border of magnetism (P > 2.5 GPa).

3)	 The strange metal phase can not be described by the 
standard theory of metals based on spin fluctuations. A 
new type of mechanism is expected, and is most likely 
associated with valence fluctuations.

These discoveries imply the existence of a strange 
metallic phase (Fig. 1(b)), which should be well distin-
guished from the quantum critical states associated with 
a magnetic quantum critical point (conventional QCP in  
Fig. 1(a)). This insight may be useful for clarifying the 
mechanism for the strange metal phase. It may also contribute 
to understanding the superconducting mechanisms associated 
with other classes of strongly correlated materials such as 
Cu-based and Fe-based high-temperature superconductors. 
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Field Induced Quantum  
Metal-Insulator Transition in  

the Pyrochlore Iridate Nd2Ir2O7

Nakatsuji and Kindo Groups

Recently, the iridium oxides (iridates) have attracted 
tremendous attention for their unique position amongst 
correlated electron materials, balancing comparable 
electronic kinetic energy (bandwidth), Coulomb interaction 
(U), and spin-orbit coupling. This makes them susceptible 
to novel quantum effects, forming topological phases, and 
phase transitions. Nd2Ir2O7 as a member of pyrochlore 
iridates, is a rare example of a weak Mott insulator, which 
undergoes a continuous metal-insulator transition (MIT) at 
TMI ~ 32 K, the transition closest to the T = 0 quantum MIT 
in this class of materials. Hence, novel quantum critical Mott 
transitions, quantum spin liquid phases, and other exotic 
states are expected to emerge in this weak Mott insulator. 
Here, we report for the first time a quantum phase transi-
tion between a magnetic insulating state and a metallic state 
driven by magnetic field. Our discovery may be potentially 
important for applications, showing how to tune the metal-
insulator transition by applying magnetic field in a weak 
Mott insulator. 

Anisotropic magnetotransport measurements were 
performed under high magnetic field up to 50 T using high 
quality Nd2Ir2O7 single crystals. Strikingly, a strongly 
anisotropic field induced quantum metal-insulating transi-
tion was discovered in this cubic symmetric material. The 
insulator state can be suppressed by such a field ~ 10 T to a 
zero temperature quantum MIT only for fields near the [001] 
axis, as shown in Fig. 1(a). The strong sensitivity to the field 
direction is remarkable for a cubic crystal, as is the fact that 
the MIT can be driven by such a small magnetic field, given 
the 45 meV gap energy, which is ~ 50 times larger than the 
Zeeman energy for an Ir4+ spin. 

We mapped out the temperature-field phase diagram for 
Nd2Ir2O7 under magnetic field along the [001] direction. 
As shown in Fig. 1(b), a systematic change in the MIT from 

Fig. 1. Conventional quantum critical point and new types of strange 
metal phase realized in β-YbAlB4

Fig. 1. (a) Field-dependent magnetoresistivity with increasing and 
decreasing field at T=2 K for various field directions between [001] and 
[110] directions. The angle Θ is measured from the [001] directions. (b) 
Temperature-field phase diagram for Nd2Ir2O7 under a magnetic field 
along [001] direction.
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continuous near zero field to first order under fields indicates 
the emergence of possible tricritical point proximate to the 
quantum phase transition, consistent with the hysteresis 
seen in the field dependent data shown in Fig. 1(a). Notably, 
this systematic change across the tricritical point may exist 
only for the case using high quality single crystals. This new 
insight contributed to the understanding of quantum MIT 
behavior. The theorists have constructed a Kondo lattice 
model considering the strong Kondo coupling between 
Nd-moments and Ir conduction electron sites, emphasizing 
the essential role of Nd physics in this quantum MIT picture 
under magnetic fields.
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Emergence of a Kondo Singlet  
State with TK ≈ 2000K in  

the Proton-Embedded Electron Gas:  
Route to High-Tc Superconductivity

Takada Group

Physics in heavy fermion superconductors has been 
understood by the concept of quantum criticality in a Kondo 
lattice and the spin-fluctuation mechanism is believed to 
be responsible for superconductivity, as inferred from the 
strong correlation between Tc and TK. More specifically, Tc 
is of the order of 0.1TK, as shown in Fig. 1, from which we 
can conceive an idea that high-Tc superconductivity will be 
obtained if we can discover a Kondo system with very high 
TK. In fact, the recently-discovered plutonium compounds 
such as PuCoGa5 with Tc=18.5K and TK≈260K may be 
regarded as a successful realization of this idea. Thus we 
should make further pursuit of this idea by searching for a 

new class of Kondo systems with TK higher than 1000K. 
Theoretically, this search can be done by the first-principles 
quantitative determination of TK for the composite system of 
an impurity atom embedded in a metal. 

As first suggested by Debye and Hückel, an atomic 
nucleus charge +Ze in a metal is screened by accumulation 
of metallic electrons which is regarded as a charge resonance 
and well described by the linear response theory. This 
concept of metallic screening is prevailing for a century, but 
because Z is not infinitesimally small, we need to consider 
nonlinear effects in the screening, including the contribu-
tion from spin fluctuations. The spin contribution will be 
enhanced, if Z is an odd integer, such as Z=1 (case of a 
proton), in which a spin-polarized bound state might appear 
at the impurity atom. 

With the above basic scientific issues in mind, we have 
concerned with the problem of hydrogen impurity in metals 
which attracts long attention from a technological point of 
view, such as hydrogen storage in solids, sensor applications, 
and catalysis. Its electronic state has been investigated in 
terms of a proton immersed into the electron gas since 1970s, 
but no serious attention has been paid so far to the spin 
resonance effect. 

We have studied this system with changing the electron 
density in a wide range by employing the diffusion Monte 
Carlo simulations with the total electron number N up to 
170 to accurately obtain the ground-state electronic distri-
bution n(r) and found a sharp transition at rs≈2 from short-
range H+ screening charge resonance to long-range Kondo 
singlet resonance, the emergence of which is confirmed 
by the presence of an oscillation-period-shortened Friedel  
oscillation characteristic to the Kondo singlet state with TK 
well beyond 1000K for rs in the range 3-8. Another transi-
tion to the closed-shell H- confinement state occurs at rs≈12.5  
(see Fig. 2). 

This study not only reveals interesting competition 
between charge and spin resonances, enriching the century-
old paradigm of metallic screening to a point charge, but also 
discovers a long-sought high-TK system, opening a new and 
unexpected route to room-temperature superconductivity in 
a Kondo lattice made of protons. The metal hydrides, usually 

Fig. 1. Superconducting transition temperature Tc versus Kondo 
temperature TK (a characteristic energy scale for spin fluctuations) in 
heavy fermion superconductors.

Fig. 2. Phase diagram for sharp sequential transitions among (a) charge 
resonance, (b) spin-singlet resonance, and (c) closed-shell H- ion 
confinement states in the proton-embedded electron gas with N the total 
number of electrons and rs the electron density parameter to specify the 
electron gas.
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used for secondary batteries, are promising candidates, if the 
metallic electron density is suitably arranged and the lattice 
constant is properly tuned to exhibit quantum criticality in 
the Kondo lattice. 
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Chiral Magnetic Effect in  
Condensed Matter Systems

Oshikawa Group

Relativistic massless fermions in 3+1 dimensions exhibit 
so-called chiral anomaly where the chiral symmetry, which 
is a symmetry of the Lagrangian, is broken due to quantum 
effects. This results in the violation of the individual conser-
vation of the number of left-handed and right-handed 
fermions, allowing them to change to each other. Chiral 
magnetic effect (CME), an induction electric current parallel 
to the applied external magnetic field is one of the most 
intriguing phenomena related to this chiral anomaly. Due 
to the time reversal symmetric nature of CME, the current 
induced through CME is non-dissipative so that it has poten-
tial applications to the low-energy consuming electronics. 

Recently, it becomes possible to synthesize a family of 
three-dimensional materials, topological semimetals, where 
electrons have (3+1) dimensional relativistic band dispersion 
near the Fermi energy, similar to graphene in (2+1) dimen-
sions. That is, in these materials, the relativistic massless 
fermions emerge in the low-energy effective theory. It is 
thus tempting to observe the chiral anomaly and CME in a 
tabletop experiment with a high-controllability which we 
cannot have in high-energy physics. Indeed, there are already 
several experimental reports that claim to have observed the 
chiral anomaly and CME in topological semimetals through 
the negative magnetoresistance in the presence of parallel 
electric and magnetic field. Although the negative magneto-
resistance can be an indication of the chiral anomaly, it could 
arise from other mechanisms and thus is not a smoking-gun 
evidence for the chiral anomaly, let alone CME

In order to develop a direct and unambiguous probe of 

CME, we studied the interplay of CME and electromagne-
tism in matter. Since CME can be understood as a conse-
quence of an extension of electromagnetism called Chern-
Simons electromagnetism, transport properties are governed 
in a highly non-trivial manner by both electromagnetism 
and CME. As a concrete example, we performed an electro-
magnetic field analysis in the setup shown in Fig. 1. We 
demonstrated that the physically observed admittance is not 
simply proportional to the chiral magnetic conductivity, even 
when the transport is governed by the CME. Furthermore, 
we found that the CME-induced AC current is resonantly 
enhanced when the cross section matches the “chiral 
magnetic length” as shown in Fig. 2. Our results imply that 
the electromagnetism is fundamental for actual transports in 
topological semimetals and that proposals for their applica-
tions to future electronics need careful considerations on this 
issue.
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Optical Conductivity Near  
an Antiferromagnetic Phase Transition

Tsunetsugu Group

Optical conductivity is one of fundamental dynamical 
correlation functions in solids and measures a metallicity. 
A few years ago, we numerically investigated optical 
conductivity near the Mott metal-insulator transition in the 
frustrated Hubbard model on a triangular lattice using a 
cluster dynamical-mean field theory (CDMFT). We found a 
singularity in its dc value and in contrast to general belief the 
corresponding critical exponent does not coincide with that 
of the order parameter [1]. Another important finding was 
that the vertex corrections are not so important in that case. 
The Mott transition is driven by strong correlation effects, 
which may suggest large vertex corrections. However, 
our numerical data exhibited only a minor contribution of 
theirs, and it is likely due to two characteristic features in 
this system. The first is that spin fluctuations depend little 
on wave vectors because of strong frustration. The second 
is that quasiparticle scatterings due to spin fluctuations do 

Fig. 1. Schematic picture of our setup. A solenoid (radius Rs) is repre-
sented as a surface current K between the two vacua. Inside them, a 
cylindrical sample (radius rs) is placed.

Fig. 2. Blue line: Total current Itotz [A] for parameters μ0σch = 1 [mm], 
ω=100 [Hz], B = 1 [Gauss]. Red: J1(μ0σchrs) in an arbitrary unit. The 
current is resonantly enhanced for rs satisfying J1(μ0σchrs) = 0 repre-
sented by a dashed line.
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not depend so much on their position on the Fermi surface. 
We have performed a new study to examine if the vertex 
corrections are more pronounced in an unfrustrated system. 
To compare with the previous result, we particularly investi-
gated the temperature region near an antiferromagnetic phase 
transition.      

We have used a 4-site CDMFT approach for calculating 
optical conductivity σ(ω) in the square-lattice Hubbard 
model at half filling, and studied its temperature depen-
dence both above and below the antiferromagnetic transition 
temperature TN for the Coulomb repulsion U=6.5t. Here,  
t is the matrix element of nearest-neighbor hopping. A real 
antiferro long-range order is absent in two-dimensional 
systems, and our results correspond to quasi-two-dimen-
sional systems. To implement the vertex corrections in the 
antiferromagnetic phase, we have derived a new formula 
based on our previous one for the paramagnetic phase. We 
have found that the vertex corrections change various impor-
tant details in temperature and frequency dependence of 
conductivity near TN. This point differs from our previous 
study on optical conductivity near the Mott transition in a 
frustrated triangular lattice. 

General trends in the temperature evolution of σ(ω) are 
consistent with expected behaviors near the metal-insulator 
transition. In the high-temperature paramagnetic phase, σ(ω) has the Drude peak at ω=0 and also a broad peak around 

ω~U, which is related to excitations to the Hubbard bands. 
With lowering temperature, an antiferromagnetic phase 
transition occurs at TN~0.34t, and σ(ω) changes its frequency 
dependence below TN. While the incoherent peak continues 
to exist, now a dip appears at ω=0 and the low-energy peak 
shifts to ω~t.  Top two panels in Fig. 1 compare σ(ω) with 
and without the vertex corrections. Most importantly, the 
vertex corrections enhance variations in the frequency depen-
dence. The Drude peak and the high-ω broad peaks in the 
paramagnetic phase are both sharpened. This continues in the 
antiferromagnetic phase and the two peaks are both sharp-
ened by the vertex corrections, whereas the dip at ω=0 is also 
enhanced. Another important discovery is the behavior in a 
temperature region just above TN. As shown in the bottom 
panel in Fig. 1, dc conductivity decreases in this region with 
lowering temperature, which is a precursor of the transi-
tion. However, the electron excitation spectrum shows no 
pseudogap behavior and the Drude peak is pinned at ω=0.  
This temperature region appears before including the vertex 
corrections, but the corrections extends it quite wide. These 
are main results directly related to observable properties in 
experiments.  

For better understanding of the vertex corrections, we 
have also carried out their detailed analysis. The vertex 
corrections are determined by the vertex function Γ and 
four single-electron Green's functions. As for the part of the 
Green's functions, we have found that their spin dependent 
components provide a dominant contribution in the antifer-
romagnetic phase. For Γ a predominant contribution is given 
by the scattering processes of polarization made of a particle 
on one sublattice and a hole on the other sublattice. We have 
also examined Γ’s momentum dependence.  Results in the 
paramagnetic phase are shown in Fig. 2. In the antiferro-
magnetic phase, the charge vertex and spin vertex functions 
have similar momentum dependence but the sign is opposite.  
A large difference is found in Γ’s momentum dependence 
between quasiparticles at different positions in the Brillouin 
zone. For those at (π, 0) or (0, π), the momentum dependence 
is dominated by nearest-neighbor correlations. For those at 
(π/2, ±π/2), the momentum dependence is quite one-dimen-
sional. It is an important future study to clarify how to relate 

Fig. 1. (Top) Optical conductivity in the square-lattice Hubbard model 
at half filling. Units are the quantum conductance. (Bottom) Tempera-
ture dependence of dc conductivity in the same model. 

Fig. 2. Momentum dependence of the vertex function Γ that describes 
the process that a particle-hole pair with momentum and spin  
(k’, σ’) are scattered to another pair with (k, σ). Plotted is the charge 
part summed over σ and σ’ at Matsubara frequency νn =0. Dependences 
on temperature and k–k’ strongly vary with the initial momentum k’. 
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these exotic correlations to properties of conductivity.  
This work is collaboration with Toshihiro Sato at RIKEN.  
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Temperature-Driven and  
Chemical-Potential-Driven Adiabatic 

Pumping in Coherent Electron Transport

Kato Group

Adiabatic pumping is a process by which a finite 
charge(heat) current is induced under periodic slow modula-
tion of external parameters. This phenomenon has been 
studied for a long time as an important issue in time-depen-
dent quantum transport. In addition to charge current, recent 
developments in the field of nanotechnology have enabled 
us to measure heat current under temperature bias in a 
controlled way. This development has stimulated both of the 
theoretical and experimental investigations of the thermody-
namics properties of mesoscopic devices. Recently, adiabatic 
heat pumping induced by temperature modulation has been 
discussed in phonon transport via molecule junctions [1], and 
temperature-induced transport has been discussed in contexts 
of thermoelectric transport and nonequilibrium thermody-
namics [2].

We have studied adiabatic charge pumping driven by 
modulation of thermodynamic variables of the reservoirs in 
the coherent regime [3]. We have considered charge pumping 
via a single-level quantum dot (QD) coupled to reservoirs 
with time-dependent temperatures and chemical potentials 
(see Fig. 1), and have shown that charge pumping is indeed 
possible when Coulomb interaction is introduced in the QD. 
We have calculated pumping current up to the first order of 
U (the strength of the Coulomb interaction in the QD) by 
the perturbation theory based on the Keldysh formalism, 
employing the method of the thermomechanical field to 
describe temporal changes of the temperatures.  

We show the estimated average pumping current in 
Fig. 2 for a pumping frequency f=1GHz. The upper panel 
of Fig. 2 shows the pumping current under the chemical-
potential modulation described by μL(t)=μ0+μ1cos(2πft) 
and μR(t)=μ0+μ1sin(2πft) for μ1=0.5Γ and TL=TR(=T)=0, 
0.1Γ, 0.3Γ as a function of (μ0-εd)/Γ, where εd and Γ are an 
energy level and a linewidth of the QD, respectively. The 
lower panel of Fig. 2 shows the pumping current under the 
temperature modulation described by TL(t)=T0+T1cos(2πft) 
and TR(t)=T0+T1sin(2πft) for T1=0.3Γ, μL=μR=0, and εd=0, 

0.1Γ, 0.3Γ as a function of T0. In the present estimate, we 
have assumed the symmetric coupling to the two reser-
voirs, and have set the strength of Coulomb interaction 
as U=Γ. As seen in Fig. 2, the estimated pumping current 
is of order of 1-10pA, which is measurable in a standard 
experimental setup. The pumping current is proportional to 
both the frequency f and the Coulomb interaction U in the 
present calculation, and therefore is reduced if f and U are 
taken as smaller. In the chemical-potential-driven pumping, 
we have shown that the pumping current is related to the 
first energy derivative of the spectral function (the local 
density of states in the QD) at low temperatures. Similarly, 
in the temperature-driven pumping, we have shown that the 
pumping current is related to the second energy derivative 
of the spectral function at low temperatures; the sign change 
of the pumping current for εd=Γ in the lower panel of Fig. 2 
originates from this fact. The insets of Fig. 2 show the time-
dependence of the current induced by the modulation at the 
maximum of the pumping current in the main panel.

We have also shown that the present charge pumping 
originates from a time delay in a change of the occupation 
number of the QD with respect to modulation of the reser-
voirs. This time delay is understood by a relaxation time 
determined by circuit elements characteristic of coherent 
electron transport under external AC modulation of voltages 
and temperatures.

In this study, we have studied charge pumping in a 
simple setup with a single-level QD up to the leading order 
of Coulomb interaction. It is a future problem to formulate 
adiabatic pumping in the presence of a strong Coulomb 
interaction. Also, with the present formulation, we would be Fig. 1. Schematic figure of the system considered in this study.

Fig. 2. The upper panel: Estimated pumping current under the 
chemical-potential modulation described by μL(t)=μ0+μ1cos(2πft) and 
μR(t)=μ0+μ1sin(2πft) for μ1=0.5Γ and TL=TR=0, 0.1Γ, 0.3Γ as a function 
of (μ0-εd)/Γ. Here, εd and Γ are an energy level and a linewidth of the 
QD, respectively. The lower panel: Estimated pumping current under 
the temperature modulation described by TL(t)=T0+T1cos(2πft) and 
TR(t)=T0+T1sin(2πft) for T1=0.3Γ, μL=μR=0, and εd=0, 0.1Γ, 0.3Γ as a 
function of T0.
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able to tackle general pumping in coherent transport from the 
viewpoint of the nonequilibrium thermodynamic properties 
of mesoscopic devices.
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“Zitterbewegung” Appeared as  
Conductance Fluctuation in Transport 

Between Quantum Point Contacts

Katsumoto Group

For a particle which obeys the Dirac equation, velocity 
is not a well-defined quantity in that the kinetic motion in 
real space is the mixed one of particle and anti-particle. Such 
a quantum mechanical state can be described as a super-
position of states with velocities +c and –c. Hence in the 
space of velocity-base, such a particle is in a zigzag motion 
(trembling motion), which is called “Zitterbewegung” (ZB) 

in Germany[1]. A trivial analog in electrons in solids is 
oscillation in velocity of classical electrons due to periodic 
lattice potential. Even the experimental observation of such 
a trivial phenomenon is difficult at present. A bit non-trivial 
phenomenon closer to the ZB of electrons in vacuum is a 
zigzag motion of electrons due to the spin-orbit mixing of the 
two (spin and orbital) freedoms. This is also called ZB and 
expected to be observable in experiments though no clear 
observation has been reported yet.

For the observation of ZB in transport, we need to 
prepare spin-polarized electrons in a system with a simple-
form spin-orbit interaction. We have experimentally 
confirmed that a quantum point contact (QPC) in a system 
with strong Rashba-type spin-orbit interaction (RSOI) can 
work as an efficient spin polarizer on plateaus of a half and 
of a one conductance quantum (2e2/h) [2]. Hence a system 
of QPCs with RSOI can provide an ideal test-bed of ZB in 
solids.

Figure 1(a) shows a schematic view of the present system 
with two sets of three parallel QPCs made from InAs 2DEG. 
The two are placed face-to-face. The two-terminal conduc-
tance through a confronting QPC pair (2-5) as a function 
of magnetic field for various field directions is shown in 
Fig.1 (b). Reproducible fluctuations reminiscent of universal 
conductance fluctuation (UCF) appear in the magneto-
conductance. Surprisingly the amplitude nor the character-
istic frequency does not change with the field angle. On the 
other hand in the transport not through QPC (terminal 1 to 4) 
no fluctuation appears and ordinal Shubnikov-de Haas oscil-
lation appears for vertical magnetic field. In short the fluctu-
ation appears only when the spins of conduction electrons 
are aligned.

The above results can be well explained within the 
ZB framework. The external magnetic field modifies the 
frequency of spin precession thus that of ZB, which results 
in large variation of scattering cross section. Superposition 
of various scattering paths leads to the observed conductance 
fluctuation.  
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Distant-Dependent Tunneling  
Process Observed in Iron Nitride

Komori Group

Scanning tunneling microscopy (STM) is one of the 
most powerful tools to investigate surface topographic and 
electronic structures with an atomic resolution. Surface 
nanostructures are often discussed based on the topographic 
image. However, its image contrast is mainly based on the 
electron tunneling processes between the STM tip and the 
surface local electronic states [1]. Systematic changes of the 
image contrast as a function of the sample-bias voltage Vs 
have been widely interpreted in terms of energy-dependent 
electronic structures. The STM tip-surface distance, d, is 

Fig. 1. (a) QPC positioning in the sample. (b) Conductance fluctuation 
(through QPC 2 to 5) versus magnetic field. The field is rotated from 0º 
(parallel to the plane) to 90º (perpendicular).

(a)

(b)
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an alternative parameter of the image change on the surface 
consisting of several orbitals with different decay lengths 
of the wave functions into the vacuum. In such systems, the 
image can be changed by the shift of the dominant surface 
orbital contributing to the tunneling process. We have 
demonstrated the d-dependent STM imaging and spectros-
copy on the surface of a monatomic layer of iron nitride 
(Fe2N) on Cu(001) (see Fig. 1) to characterize the orbital-
sensitive tunneling as the origin of the topographic image 
changes [2].

Figure 1(d-g) shows a systematic change of the 
topographic images of the Fe2N layer from a dimerized 
atomic image reflecting the atomic surface structure to a 

square lattice of atomic size dots with increasing d. The line 
profiles shown in Fig. 1(h) are systematically changing with 
the tunneling current. By measuring the images with various 
VB values, the threshold distance of the image change was 
found to be independent of VB . The tunneling spectrum 
on the Fe2N surface has several peaks that well correspond 
to the peaks of the calculated total local density of states 
(LDOS) as in Fig. 2(a,b). The observed systematic d depen-
dence of the tunneling spectra shown in Fig. 2(c) implied 
the shift in the dominant electronic states contributing to the 
tunneling process. The LDOS calculations above the surface 
by first principles indicate the change of the dominant 
orbitals detected by the STM tip from the Fe 3d states to the 
s/p states with increasing the tip-surface distance. 
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Real-Time Operando Observation  
of Reaction Processes of CO2 on  

Cu(997) by Near-ambient Pressure  
X-ray Photoelectron Spectroscopy

Yoshinobu and I. Matsuda Groups

Activation of CO2 is an important topic in the efficient 
use of CO2 as a chemical feedstock. Methanol synthesis 
from CO2 and H2 on a Cu/ZnO catalyst has been widely 
studied. CO2 is chemically inert, and thus the interaction of 
the molecule with metallic Cu surfaces plays an essential 
role for molecular activation. On metallic copper, very low 
reactivity of CO2 on low-index surfaces was reported under 
ultrahigh vacuum conditions. In contrast to the flat surfaces, 
the dissociation of CO2 into CO was reported on vicinal Cu 
surfaces previously. These results indicate that defect sites, 
such as step and kink, may be important for the CO2 activa-
tion. However, the reaction condition in UHV is far from a 
real catalytic reaction, which is normally operated at higher 
temperature and nearly/above atmospheric pressure. Such 
differences in pressure and temperature may lead to distinct 

Fig. 1. (a) Schematic model of an Fe4N crystal. The layer consisting of 
Fe2N stoichiometry, indicated by green lines, appears at the surface of 
the Fe4N thin films on Cu(001). (b,c) Schematic surface models of the 
p4gm(2x2) reconstruction (b) corresponding to the monatomic Fe2N 
layer on Cu(001), and c(2x2) reconstruction (c) corresponding to the 
ideal bulk Fe2N plane. (d-g) Topographic images taken at Vs = 0:25 V 
with varying It from 0.1, 3.0, 10 to 45 nA. (h) Line profiles at Vs = 0:25 
V, measured along lines indicated in (d-g). From the top to the bottom, 
I varies as follows: 45, 40, 35, 30, 28, 25, 22, 20, 18, 15, 12, 11, 10, 9.0, 
8.0, 7.0, 5.0, 3.0, 2.0, 1.0, 0.9, 0.8, 0.7, 0.6, 0.5, 0.4,.0.3, 0.2, and 0.1 
nA, respectively. Empty circles indicate peak positions extracted from 
one Fe dimer.

Fig. 2. (a) dI/dV spectra of Fe2N on Cu (001) and the clean Cu(001) 
surface. The STM tip was stabilized at It = 30 nA and Vs = 1 V. (b) 
Calculated spin-resolved LDOS of single-layer Fe2N on Cu(001). Fe 
and N states are separately shown. (c) Distant-dependent dI/dV spectra 
measured at d = 0.42, 0.34, and 0.29 nm from the bottom to the top. 
Dashed curves indicate a tunneling background obtained by a Tersoff-
Hamann approximation. [1] (d-f) Topographic images taken at Vs = 
0.25 V with d = 0.29 nm (d), 0.34 nm (e), and 0.42 nm (f).

Fig. 1. Schematic of the operando AP-XPS system at SPring-8 
BL07LSU



                                                                                                           ISSP  Activity Report 2015           13

reactivity under ambient conditions from UHV, reflecting 
thermodynamic and kinetic effects. Ambient pressure X-ray 
photoelectron spectroscopy (AP-XPS) is a powerful tool 
for investigating electronic structures and chemical states of 
adsorbates and a substrate quantitatively under reactant-gas 
pressure.

Here, the reaction of CO2 on the vicinal Cu(997) surface 
at 340 K under CO2 gas pressure of 0.8 mbar was investi-
gated by ambient pressure X-ray photoelectron spectros-
copy (AP-XPS). We found that initially carbonate (CO3) 
was produced on the surface through the reaction of CO2 
with oxygen formed from CO2 dissociation; the amount of 
adsorbed CO3 was increased and saturated as time elapsed 
and after saturation of adsorbed CO3, atomic oxygen 
appeared on the surface, indicating that CO2 dissociation into 
CO and O continued to take place. The estimated saturation 
coverage of CO3 from XPS is rather small (0.05 ML).

The experiments were performed using a newly devel-
oped AP-XPS apparatus at the soft X-ray undulator beamline 
BL07LSU of SPring-8. Figure 1 shows a schematic of the 
present operando AP-XPS system at SPring-8 BL07LSU. 
The AP-XPS system consists of four interconnected UHV 
chambers; an analysis chamber, a preparation chamber, a 
load-lock chamber, and a fast-entry chamber. The analysis 
chamber is used for XPS measurements both in UHV and 
at ambient conditions. The preparation chamber is equipped 
with an ion source and low energy electron diffraction optics. 
The load-lock chamber and the fast-entry chamber allow the 
introduction of samples from the air into the UHV system.

Figures 2(a) and (b) show series of O 1s and C 1s 
AP-XPS spectra of the Cu(997) surface at 340 K under CO2 
pressure of 0.8 mbar as a function of elapsed time. Gas-phase 
CO2 peaks were initially observed at 536.6 eV in an O 1s 
XPS spectrum at t = 376 s, and at 292.8 eV in a C 1s XPS 
spectrum at t = 507 s. These gas-phase peaks were shifted to 
536.4 eV and 292.6 eV, respectively, after a lapse of about 
5500s. At t = 376 s, a peak of adsorbate was observed at 
531.3 eV in the O 1s region. Three peaks of adsorbates were 
observed in the C 1s spectrum (t = 507 s) at 288.4 eV with 

a broader shoulder peak at higher binding energy (289.0 
eV), and at 284.4 eV (C0), which is assigned to neutral 
carbon species such as carbon atoms and hydrocarbons. As 
discussed later, the other adsorbate peaks at 531.3, 289.0 
and 288.4 eV are assigned to carbonate (CO3). The amount 
of CO3 was saturated at t ~ 2000 s, and then a new peak at 
529.5 eV appeared in O 1s spectra. This peak is attributed 
to atomic oxygen. Figures 2(c) and (d) show O 1s and C 1s 
spectra measured under UHV (~10-9 mbar) after a series 
of AP-XPS measurements. The adsorbates formed in the 
presence of 0.8 mbar CO2 were stable at 340 K and remained 
on the surface even after evacuating the gas cell to UHV. The 
result indicates that the decomposition of CO3 does not occur 
at 340 K. 

The composition ratio between oxygen and carbon at the 
saturation region (t > 2000 s) was calculated from the area 
intensity of the O 1s peak at 531.3 eV and the sum of the 
intensities of the two C 1s peaks at 289.0 and 288.4 eV. In 
the estimation, the O 1s and C 1s intensities of the adsorbate 
peaks were normalized by those of the gas-phase CO2 peaks 
in these spectra to cancel out differences in the analyzer 
transmission function and the core-election ionized cross 
section between O 1s and C 1s. The O/C ratio was estimated 
to be 3.1 ± 0.1. Similar experiments were done using a 
photon energy (hν) of 740 eV to check the effect of photo-
electron diffraction on the estimation of the O/C ratio. The 
estimated ratio at hν = 740 eV is 3.2 which is within the error 
in the case of hν = 630 eV. If the observed two peaks in C 
1s are due to both CO3 and chemisorbed CO2, the O/C ratio 
should be in the range from 2 to 3. Thus, the peaks at 531.3, 
289.0 and 288.4 eV are assigned to CO3.

The produced CO3 is stable at 340 K even after evacua-
tion to UHV as shown in Figs. 2(c) and (d). The gas-phase 
peaks in AP-XPS spectra (Figs. 2a and b) are shifted to 
lower binding energies with increasing the CO3 coverage, 
indicating the increase of the work function by the CO3 
adsorption. Therefore, adsorbed CO3 is negatively charged 
by charge transfer from the Cu substrate. The present study 
clearly shows a facile formation of CO3 on the stepped Cu 
surface, and CO3 may be a key intermediate in CO2 activa-
tion.
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Chiral Spin Spiral Structure  
Studied by Spin-Polarized  

Scanning Tunneling Microscopy

Hasegawa Group

Because of the potential application for future spintronics 
devices, spiral magnetic structures, such as skyrmion lattices, 
domain walls, and homogeneous spin spiral structures, have 
been a subject of extensive studies. Various types of spin 
rotations have been reported; Bloch-type (helical) or Néel-
type (cycloidal), left-handed (↑←↓) or right-handed (↑→↓), 
and chiral or non-chiral. To determine these types, neutron 
scattering, Lorentz microscopy, etc. have been utilized. For 

Fig. 2. A series of (a) O 1s and (b) C 1s AP-XPS spectra of Cu(997) 
at 340 K under CO2 pressure of 0.8 mbar as a function of elapsed time 
together with the assignment of each peak. Only selected spectra from 
the whole series are shown in the figure. The photon energy was 630 
eV. The CO2 gas was introduced in the gas cell at t = 0 s. The fitting 
results for the spectra at t = 5474 s (O 1s) and t = 5607 s (C 1s) are 
also shown in the figure. (c) O 1s and (d) C 1s XPS spectra after the 
AP-XPS measurements shown in (a) and (b). The gas cell was evacu-
ated to UHV (~10-9 mbar), and then the XPS measurements were 
performed.
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nanometer- or atomic-scale spin spiral structures, often 
formed in ultrathin films, spin-polarized scanning tunneling 
microscopy (SP-STM), which detects spin orientations in 
atomic-scale spatial resolution, is the only method for the 
determination. We have investigated the types of the spin 
structure observed in a monolayer (ML) Mn thin film formed 
on a tungsten substrate using the ultimate spin-probe micro-
scopic method. 

In magnetic systems whose inversion symmetry is 
broken, the Dzyaloshinskii–Moriya interaction (DMI) plays 
a key role in the formation of chiral spin structures. Since the 
symmetry is naturally broken at interfaces, several systems 
composed of 3d magnetic thin films and 5d non-magnetic 
heavy-elemental substrates showing a strong spin-orbit 
coupling exhibit DMI-driven chiral spin structures. For 
the investigation of how overlayers and substrates affect 
the polarity and strength of DMI a W(110) substrate is 
one of the ideal systems because various chiral structures 
have been discovered on it with overlayers. From SP-STM 
images taken with a tip whose magnetization direction is 
well controlled, we revealed that the Mn monolayer indeed 
exhibits a cycloidal spin spiral structure with a left-handed 
rotation (See a schematic shown in Fig. 1(e)). By comparing 
with e.g. the case of magnetic domain walls observed in Fe 
thin films, we found that the polarity of DMI is basically 
determined by the substrate.

The SP-STM experiments were performed with an 
ultrahigh vacuum STM at 5 K using Fe-coated W tips as a 
magnetic probe. Since the amount of the tunneling current is 
proportional to the cosine of the angle θ between the tip and 
sample magnetization directions, one can obtain the spin or 
magnetic contrast of the sample using the magnetized tip. A 
two-axis superconducting magnet was used to align the tip 
magnetization to the specific orientations of the sample. 

A typical STM image taken on monolayer Mn-covered 
W(110) surface is shown in Fig. 1(a). A cross-sectional 

profile shown in Fig. 1(b) indicates atomically flat terraces 
of Mn ML grown from the W step edges. Figure 1(c) shows 
an SP-STM image taken on an ML region of Mn/W(110) 
with a tip magnetized perpendicular to the sample surface. 
Bright and dark rows separated by an atomic distance along 
the [11̅0] direction indicate antiferromagnetic magnetization 
of the Mn [001] rows. The contrast vanishes periodically at 
the Mn rows whose magnetization directions are close to the 
in-plane direction (i.e., θ is close to 90°), indicating a spin-
spiral structure. 

There are two possible types of spin spiral structure to 
explain the observed images; a cycloidal structure whose 
spins are rotating in the (001) plane and a helical one rotating 
in the (11̅0) plane. To determine the rotational type of the 
spin structure, SP-STM images are taken with a tip magne-
tized along the [001] direction. The obtained images showed 
suppressed magnetic contrast, indicating a cycloidal spin 
spiral structure. This result is consistent with the mechanism 
of the interfacial DMI, which only produces cycloidal spin 
spiral structures or Néel-type domain walls.

Then, in order to clarify the rotational sense of the 
cycloidal spin spiral structure, we performed SP-STM 
measurements with a spin-polarized tip magnetized in two 
orthogonal directions within the (001) plane. When we focus 
on every two adjacent spins, the magnetic contrast exhibits 
a sinusoidal variation. By changing the direction of the tip 
magnetization from parallel to perpendicular to the surface 
[i.e. from the leftward to the upward direction], we should 
observe +90° or -90° phase shifts in the sinusoidal profile 
depending on the rotational sense. 

Figures 2(a, d) show SP-STM images taken in the same 
area with the tips magnetized in the directions shown in the 
figures. White clusters provide a proof that it is the same 
area. In order to extract the magnetic contrast, we subtracted 
the nonmagnetic contributions, which are derived by 
averaging two SP-STM images taken with the tips magne-
tized in opposite directions. Cross-sectional profiles shown 
in Figs. 2(c, f) indicate the direction of the phase shift is 
consistent with that expected for the left-handed spin spiral 
structure.

The domain walls in the Fe DL/W(110) were found as 
Néel-type domain walls with right-handed rotation, which 
can be explained by the consequence of the competition 
between ferromagnetic interaction (↑↑) and right-handed 
DMI (↑→). On the other hand, the left-handed rotation of 
Mn ML (↑ ↘ ← ↗ ↓) is a consequence of the competition 
between antiferromagnetic interaction (↑↓) and right-handed 
DMI (↑→). We thus found the consistent role of the substrate 
on the polarity of DMI in the both cases.

Fig. 1. (a) STM image of a Mn monolayer (ML) formed on a W(110) 
substrate. (b) Cross-sectional profile taken along the blue line in (a). 
(c) Spin-polarized STM image of 1 ML Mn/W(110) taken with an 
Fe-coated W tip magnetized perpendicular to the sample surface. (d) 
Cross-sectional profile averaged in the boxed area in (c). (e) schematic 
of the magnetic structure of ML Mn/W(110).

Fig. 2. (a, d) SP-STM images of 1 ML Mn/W(110) taken in the same 
area with an Fe-coated W tip magnetized in the in-plane (a) and out-of-
plane directions (d) The direction of the applied magnetic field is 
shown by the arrows. (b, e) Images whose nonmagnetic contribution 
was subtracted from (a) and (d). (c, f) Cross-sectional profiles averaged 
in the boxed areas of (b, e). The same colored dots indicate the same 
atomic rows in the images of (b, c, e, f).
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Nanocomposite Electrodes for  
Photoelectrochemical Water Splitting

Lippmaa Group

Photoelectrochemical water splitting can be used to 
harvest solar energy and produce hydrogen gas, which can 
be stored for later use in a fuel cell to generate electricity 
or used as a raw material for chemical synthesis. A major 
obstacle to wide-spread solar hydrogen production is the 
low efficiency of the energy conversion process due to large 
recombination losses in typical water-stable oxide semicon-
ductors, such as titanates. In a typical oxide semiconductor, 
illustrated in Fig. 1a, a band bending region exists at the 
oxide-water interface, where electron-hole pairs are formed 
by light excitation and separated by the internal electric 
field. For an n-type semiconductor, photogenerated holes 
would be transported through a surface depletion layer to 
the surface, where the oxygen evolution reaction can take 
place. Hydrogen would be produced on a suitable counter 
electrode. However, only photocarriers formed within a 
few tens of nm of the surface can escape from the semicon-
ductor and participate in water splitting, whereas photocar-
riers formed deeper in the semiconductor are rapidly lost to 
trapping and recombination. Considering the visible light 
absorption length, which is closer to micrometer scale in 
doped titanates, the fraction of incident light that can actually 
be converted to active photocarriers at the surface is on the 
order of a percent.

Various strategies exist for improving the charge extrac-
tion efficiency from oxide photoelectrodes. Besides a 
pure materials approach directed at finding more efficient 
semiconductors and doping schemes, it is also possible to 
design suitable nanoscale structures that improve charge 
collection by virtue of geometric effects. In our work, we 
have developed a method of growing noble-metal-doped 
titanate semiconductors where some of the noble metal segre-
gates in the form of nanoscale pillars as illustrated in Fig. 1b. 

When the nanopillar consists of a high work function metal 
and the surrounding semiconductor is an n-type material, 
tubular Schottky junctions form around each pillar. The 
internal field of the Schottky junction ensures efficient charge 
separation and extraction throughout the thickness of the thin 
film photoelectrode, while the metal nanopillars provides a 
low-resistance charge extraction path to the film surface.

The formation of noble metal nanopillars is achieved by 
considering the kinetic and thermodynamic crystal growth 
parameters in a pulsed laser deposition process. For several 
noble metals, it is possible to find a balance between the 
oxidation rate of the metal and the growth rate of the crystal, 
where the average background oxygen pressure is low 
enough for metal segregation to occur at the initial growth 
stage of a film and the growth rate is balanced with the 
surface migration rate so that further segregated metal can 
form vertical pillar structures.

From the point of view of water splitting, the best 
starting material for the nanopillar composite photoelectrode 
growth is Ir:SrTiO3. Homogeneously doped Ir:SrTiO3 is an 
n-type semiconductor, while bulk iridium metal is a high 
workfunction material, ensuring that Schottky junctions 
form at Ir – Ir:SrTiO3 interfaces. Additionally, Ir and IrO2 
are electrocatalysts that are known to promote the oxygen 
evolution reaction in water. The formation of segregated Ir 
metal inclusions in a Ir:SrTiO3 film can be seen in scanning 
transmission electron microscope (STEM) plan and cross-
section views in Fig. 1c. The cross-section image shows 
that the pillars do indeed nucleate at the SrTiO3 substrate 
interface, and that approximately 10 nm wide pillars extend 
through the thickness of the film to the photoelectrode film 
surface. The spontaneous segregation behavior seen for  Ir 
can be reproduced for a variety of noble metals. Although 
the particular growth parameters vary from metal to metal, 
nanopillar formation has been observed for Ir, Pt, Pd, and Rh 
(Fig. 1(d)).
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The Novel Magnetic and Valence  
Instabilities Tuned by Pressure in YbNi3Ga9

Uwatoko Group

In heavy fermion systems, non-Fermi liquid state and/
or unconventional superconductivity often appear near a 
quantum critical point (QCP) where a second order phase 
transition is suppressed to zero temperature [1]. Therefore, 
pressure tuning of the ground state from a nonmagnetic state 
to a magnetic state or vice versa has attracted attention. The 
anomalous properties in the vicinity of QCP are described by 
the spin fluctuation theory, especially for most of Ce-based 
compounds, however, the unconventional critical behavior 
has been recently reported in several Yb-based heavy fermion 
compounds. Soon after, several theories have been proposed 

Fig. 1. (a) Operating principle of a photocatalytic energy conversion 
system where photogenerated charges are extracted only from a thin 
surface layer. (b) A nanopillar composite electrode where tubular 
Schottky junctions surrounding metal pillars extend the charge extrac-
tion region to the full depth of a thin film electrode. (c) Plan and cross-
section STEM views of Ir metal nanopillars in a Ir:SrTiO3 matrix, (d) 
Examples of (left-to-right) Ir, Pt, Pd, and Rh nanopillars grown in a 
SrTiO3 matrix. The diameter of all pillars is 5 to 10 nm.
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to clarify the origin of the unconventional criticality, never-
theless, it remains an open question. Since the pressure 
variation of magnetism in Yb systems is accompanied by a 
valence change from the divalent to the trivalent state of Yb 
ions, direct observations of Yb valence toward the magnetic 
QCP is highly desirable. Here we show the realization of the 
pressure-induced valence crossover and the novel metamag-
netic behavior possibly due to the valence instability near the 
magnetic quantum phase transition in intermediate valence 
YbNi3Ga9 [2,3]. 

Figure 1 shows the temperature-pressure-magnetic field 
phase diagram of YbNi3Ga9 together with a contour plot 
of the Yb valence value in the T-P plane. We have revealed 
a clear evolution of the Yb valence toward the magnetic 
trivalent state as well as the change from the nonmagnetic 
to the magnetic ground state with increasing pressure. The 
resulting phase diagram suggests that the occurrence of the 
pressure-induced first-order magnetic transition in YbNi3Ga9 
is associated with enhanced valence fluctuations. This inter-
pretation is consistent with the observations of a first-order 
metamagnetic transition below Pc, which is associated with 
the field-induced valence change from the mixed-valent state 
to the trivalent state with magnetic degrees of freedom. Our 
results suggest that the proximity to the critical end point of 
the first-order valence transition gives rise to the unconven-
tional critical behavior in other Yb systems. 
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Coupling of Two Quantum Hall States at 
Graphene Monolayer/Bilayer Boundary: 

Bulk-Edge Correspondence  
between Different Materials

Osada Group

The edge channel transport in the quantum Hall (QH) 
states has been extensively investigated in graphene systems. 
The subjects of most studies have been the p-n homo-
junction of monolayer graphene (MLG) or bilayer graphene 
(BLG), since they were the first bipolar QH junctions 
between electron and hole QH states. The graphene p-n 
junctions are realized using the dual gate FET devices, in 
which an additional top-gate electrode partially covers MLG 
or BLG so as to control the carrier number and polarity of 
the covered part independently. In this case, both sides of 
the junction are the same material with the same band struc-
ture under different potential energy. The main issue was 
the mixing between the electron and hole QH edge channels 
propagating parallel along the junction in both sides.

Here, we consider another type of QH junctions in the 
graphene system, namely, the hetero-junction of MLG and 
BLG. In this case, the both sides of the junction have the 
same polarity (n-n or p-p junction), but they are different 
materials (MLG and BLG) with the different band structures: 
the low-energy band dispersion is the Dirac cone in MLG, 
but it shows the quadratic band touching in BLG. Under 
the perpendicular magnetic field B, these energy bands are 
quantized into the Landau levels (LLs), which have four-fold 
spin and valley degeneracies. The most characteristic feature 
is the appearance of the zero-energy LL resulting from the 
Berry phase of ± π and ± 2π around the band contact points 
in MLG and BLG, respectively. Note that the zero-energy 
LLs in MLG and BLG have different degeneracies; four-

Fig. 1. Contour plot of the Yb valence in the temperature-pressure 
phase diagram of YbNi3Ga9. The transition and crossover temperatures 
are deduced from resistivity (circles) and ac magnetic susceptibility 
(squares) measurements. Here, closed squares below and above Pc 
indicate the CP and TCP, respectively. The dashed lines are guides to 
the eye.

Fig. 1. Hall resistance R14,25 and transverse resistance R14,23 across the 
MLG/BLG junction. The horizontal bars indicate the quantized values 
assuming strong coupling limit. Inset: microscope image of the FET 
device.



                                                                                                           ISSP  Activity Report 2015           17

fold in MLG but eight-fold in BLG in which both the n=0 
and n=1 LLs degenerate to zero energy. This fact results 
in the different quantized values of the Hall conductivity;  
σxy = N1e2/h = ±(4N + 2)e2/h in MLG and σxy = N2e2/h = 
±(4N + 4)e2/h in BLG (N = 0, 1, 2, · · · ). Here, N1 and N2 
are the Chern numbers of the QH states in MLG and BLG, 
respectively. The spin or valley splitting is ignored.

In the present work, we have experimentally studied the 
QH edge transport across the MLG/BLG junction employing 
hexagonal boron nitride (h-BN) substrate, which remark-
ably improves sample quality, and we have clarified the edge 
channel configuration along the MLG/BLG junction. If the 
both sides of the junction is perfectly decoupled, there are 
|N1|  and |N2| edge channels in MLG and BLG sides, respec-
tively, so that they propagate in opposite direction along the 
junction. If finite coupling exists between both sides, they 
must show pair annihilation resulting in |N1| – n and |N2| – n 
channels at the boundary. At the strong coupling limit, n = 
min(|N1|, |N2|), |N2 – N1| channels with the same direction 
remains at the boundary. These features are required from the 
bulk-edge correspondence at the boundary of two QH states, 
which basically originates from the charge conservation law. 
The coupling feature is not trivial since MLG and BLG have 
different crystal and band structures. Whereas electronic 
states in MLG consist of A and/or B site Wannier states, 
those in BLG mainly consist of A and/or B' site Wannier 
states. So, the envelope function is not continuous at the 
MLG/BLG boundary. The coupling depends on the connec-
tion of the true wave functions at the boundary. 

Figure 1 shows the observed Hall resistance and trans-
verse resistance across the MLG/BLG boundary of the FET 
device fabricated on h-BN substrate as functions of the 
filling factor, which is controlled by the back gate voltage. 
The carrier densities of the MLG and BLG parts are almost 
same, since the gate voltages of charge neutrality points 
coincide in both parts. The horizontal bars indicate the 
quantized values calculated from the Landauer-Büttiker 
formula assuming the strong coupling limit. The calculation 
well reproduces the observed result in the positive filling 
(n-type) region. Considering the BLG side shows imperfect 
QH effect in the negative filling (p-type) region in the present 
device, this agreement indicates that the coupling between 
two QH states at the boundary is so strong that the minimum 
number (|N2 – N1|) of edge channels survives at the boundary 
of MLG and BLG.

In the figure, we can see another remarkable feature 
around the zero filling. The transverse resistance shows fine 
dip structures. They are considered to reflect the degeneracy 
breaking of the zero-energy LL in MLG and BLG. Although 
no perfect splitting was observed in MLG or BLG in the 
present device, this result suggests the splitting of the edge 
channels along the boundary.
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One-Third Magnetization Plateau with  
a Preceding Novel Phase in Volborthite

Hiroi, Kindo, Tokunaga and Takigawa Groups

We have synthesized high-quality single crystals of 
volborthite, a seemingly distorted kagome antiferromagnet, 
and carried out high-field magnetization measurements up to 
74 T and 51V NMR measurements up to 30 T. An extremely 
wide 1/3 magnetization plateau appears above 28 T and 
continues over 74 T at 1.4 K, which has not been observed 
in previous studies using polycrystalline samples (Fig. 1). 
NMR spectra reveal an incommensurate order (most likely a 
spin-density wave order) below 22 T and a simple spin struc-
ture in the plateau phase. Moreover, a novel intermediate 
phase called 'N' phase is found between 23 and 26 T, where 
the magnetization varies linearly with magnetic field and the 
NMR spectra indicate an inhomogeneous distribution of the 
internal magnetic field (Fig. 2). This sequence of phases in 

Fig. 1. Magnetization curves of volborthite measured at 1.4 K on two 
piles of single crystals in magnetic fields perpendicular (red line) and 
parallel (blue line) to the ab plane, and on a polycrystalline sample 
(green line). Shown also are a typical single crystal of volborthite 
(upper left) and the arrangement of Cu dx2−y2 orbitals projected onto the 
ab plane in the low-temperature P21/a structure (lower right). J1 and J2 
represent the NN and NNN interactions in the Cu2 spin chains, respec-
tively. J' and J" represent the NN interactions between Cu1 and Cu2 
spins.

Fig. 2. Magnetization curve of single crystals (top, black line) and its 
field derivative (bottom) in B ⊥ ab at 1.4 K after the subtraction of the 
Van Vleck paramagnetic magnetization (MVV). Magnetization deduced 
from the center of the gravity of the NMR spectra is also plotted (top, 
blue circles). Phase 'N' with a linear field dependence of magnetization 
exists between phase II (SDW) and the 1/3 plateau state. 
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volborthite bears a striking similarity to those of frustrated 
spin chains with a ferromagnetic nearest-neighbor coupling 
J1 competing with an antiferromagnetic next-nearest-
neighbor coupling J2. This analogy suggests that the N phase 
is related to a spin nematic order that is expected to appear in 
"frustrated" ferromagnets.

How do we understand the appearance of this series 
of magnetic phases in volborthite under magnetic fields? 
Among the various possible spin models for volborthite, 
we now consider a J1 − J2 − J' − J" model on the distorted 
kagome net (see Fig. 1) as the most likely. Using DFT + 
U calculations, Janson and his coworkers evaluated the 
magnetic interactions and found that J" is the strongest 
antiferromagnetic coupling, which results in a coupled trimer 
model [2]. In this model, the 1/3 plateau phase pertains 
to polarized magnetic trimers formed by J" bonds. Their 
theoretical considerations also predict the presence of a spin 
nematic phase just before the 1/3 saturation, which seems to 
correspond to our N phase.
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SU(N) Heisenberg Model with  
Multicolumn Representations

Kawashima Group

Realization of quantum spin liquid in short-range 
coupling models has been a popular research target in 
condensed-matter physics for several decades. One approach 
to obtain a spin liquid state is to consider a Hamiltonian with 
higher symmetry, which increases quantum fluctuations. 
Read and Sachdev generalized the antiferromagnetic Heisen-
berg into SU(N) symmetry [2]. Based on the 1/N expan-
sion they showed that the ground state of the model with 
sufficiently large N is a valence-bond-solid (VBS) ordering 
breaking the lattice rotational or the translational symmetry 
spontaneously. Recently, in the context of the deconfined 
quantum criticality [3], their theory attracts renewed atten-
tion. In particular, the existence of an intermediate state, 
which might be a spin-liquid state, was discussed near the 
boundary of Néel and VBS [4,5].

With the famous example of the Haldane gap states, it 
is now well-known that the nature of the ground state can 
strongly depend on the representation of the symmetry group 
even if the symmetry itself is the same. It also applies to 
the present problem. We consider SU(N) Heisenberg model 
with the representation of the Young diagram with a single 
row and n columns. Previously, it was found [4,5] that the 
Néel state for small N switches to the VBS state for large 
N without an intermediate spin liquid state. In the case of  
n = 2, 3, 4, however, though the Néel order disappears at 
some value of N, no evidence of VBS order has been found 
in QMC calculation for the L×L square lattice up to L = 32 

[5]. At first sight, this result may appear to suggest an inter-
mediate phase between the Néel phase and the VBS phases. 
In the present work [1], we investigate this problem to clarify 
whether the intermediate phase exists or not.

First, we examine the case of n = 2. In Fig. 2, we show 
the Binder parameter of the VBS order parameter for various 
N and L. The Binder parameter should be 1 when the corre-
sponding order exists and 0 otherwise. From the figure, we 
see that the VBS order is absent for N = 9 while it exists for 
N = 11. While the case N = 10 may seem marginal at the first 
sight, it is approaching the value 1 as can be seen in the inset. 
From these observations, we conclude that in the case of n 
= 2 the ground state is the Néel state for N ≤ 9 , while it is 
the nematic VBS state for N ≥ 10. There is no intermediate 
phase.

For n = 3 and 4, the problem is harder. In the case of 
n = 3, while the system size dependence of the Néel order 
parameter shows that the Néel states end at N = 14, no clear 
VBS order can be seen in our calculation up to L = 128. To 
see if this can be regarded as an evidence of the intermediate 
spin liquid state, we re-examine the prediction of the large-N 
theory [2], and we find a correspondence between the two 
cases: (n,N) = (2,10) and (3,15). When the order is small, 
even if it is finite, the numerical estimate shows apparent  
1/L decay for small L regime, and eventually deviates from 
it. From the known size dependence of the order parameter 
for the (2,10) case and the correspondence between the two 
cases, we estimate the cross-over system size at which the 
size dependence starts to deviate from 1/L behavior in the 
(3,15) case. It turns out that this cross-over size is around  
L = 400, indicating that the order is too small to detect even 

Fig. 1. Schematic phase diagram of the SU(N) Heisenberg model on 
the square lattice with single-row (m = 1) representations. The phase 
boundaries for the case of n = 2,3 are determined in the present study. 
In the case of n = 3,4, we do not see clear evidence of the spontaneous 
VBS order in the vicinity of the phase boundaries for finite-size QMC 
simulations.

Fig. 2. The Binder cumulant of the nematic order parameter for the 
model with n = 2 for 16 ≤ L ≤ 128. The inset shows size dependence of 
the Binder cumulant for N = 10, 11 and 12 in the semi-log scale. The 
error bars represent the standard errors.
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if it exists as the 1/N theory predicts. The situation is similar 
for the n = 4 case. 

To summarize, none of the existing evidence contradict 
to the absence of the intermediate spin liquid phase, and the 
absence is confirmed in the n = 2 case while direct confirma-
tion is still missing for larger n.
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Membrane Tubulation and Polyhedral 
Vesicle Formation Induced  
by Banana-Shaped Proteins

Noguchi Group

In living cells, membrane morphology is regulated by 
various proteins. Many membrane reshaping proteins contain 
a Bin/Amphiphysin/Rvs (BAR) domain, which consists of 
a banana-shaped rod. The BAR domain bends the biomem-
brane along the rod axis and the features of this anisotropic 
bending have recently been studied. We study as to how such 
a local anisotropic curvature induces effective interaction 
between proteins and changes the global shape of vesicles 
and membrane tubes using meshless membrane simulations. 
The proteins are modeled as banana-shaped rods strongly 
adhered to the membrane. 

Our study revealed that the rods assemble via two contin-
uous directional phase separations in membrane tubes and 

vesicles unlike a conventional two-dimensional phase separa-
tion [1]. As the rod curvature increases, the rods assemble 
along the azimuthal direction and subsequently along the 
longitudinal direction accompanied by shape transformation 
of the membrane tube. In the vesicle, in addition to these 
two assembly processes, further increase in the rod curvature 
induces tubular scaffold formation. We also found that the 
polyhedral vesicles and polygonal tubes are stabilized at high 
rod densities [2]. The discrete shape transition between trian-
gular and buckled discoidal tubes and between polyhedral 
shapes are obtained. As line tension of the membrane edge 
is reduced, the protein adhesion induces membrane rupture 
leading to high-genus vesicle formation and vesicle inver-
sion [3]. These shape transformations and assemblies are not 
obtained by isotropic inclusions.

We also studied the effects of the spontaneous (side) 
curvature perpendicular to the rod, which can be generated 
by protein–protein and membrane–protein interactions [4]. 
We revealed that the perpendicular curvature can drasti-
cally alter the tubulation dynamics from a flat membrane 
at high protein density whereas no significant difference is 
obtained at low density. A percolated network is intermedi-
ately formed depending on the perpendicular curvature. This 
network suppresses tubule protrusion. Thus, this kinetic trap 
makes tubule formation significantly slower. The stability of 
network structures can be explained by a simple geometric 
model. Positive surface tensions and vesicle membrane 
curvature can stabilize this network structure by suppressing 
the tubulation. It is known that tubulation dynamics can 
be different even for proteins consisting of the same BAR 
domains. Our finding suggests that the interactions between 
the rest parts of the proteins can give significant effects.
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Formation and Structure  
of Carbon Dioxide Glass

Yamamuro Group

Glass can be recognized as the ‘fourth state of matter’ 
following gas, liquid, and solid. Compared with the conven-
tional three states, glass is more mysterious and leaves many 
unsolved problems from the viewpoint of physics. One of the 
most important problems is the ‘basic structure of glasses’. 
Is it similar to the local structure of the corresponding crystal 
or characteristic of the glass such as an icosahedral cluster? 
This problem is recently remarked more and more as it has 
been understood that the mechanism of the glass transition is 
deeply associated with the local and/or medium-range struc-
tures of glasses.

For metallic glasses, a bulk glass of tantalum (Ta) was 
experimentally obtained recently [1] and its structure was 
confirmed to be an aggregate of icosahedral clusters from the 
molecular dynamics simulation [2]. On the other hand, for 
simple molecular glasses which additionally have an orien-
tational degree of freedom, there have been few structural 
works since their glass transition temperatures are very low 

Fig. 1. Sequential snapshots of tabulation from a flat membrane 
induced by protein rods. (a) Positive perpendicular rod curvature. (b) 
Negative perpendicular rod curvature.
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and they are readily crystallized on cooling. Our group has 
formed several simple molecular glasses by means of a vapor 
deposition (VD) method, and investigated their thermal and 
structural properties [3-6]. The vapor-deposition is the most 
rapid cooling method, in which molecules at a gas state are 
condensed on a cold substrate. The cooling rate is estimated 
to be higher than 107 Ks-1. In this work, we have tried to 
form a CO2 glass, which has never been vitrified.

The red curve in Fig. 1 shows the X-ray diffraction 
pattern of the as-deposited sample measured at 3 K. This 
data clearly exhibits a typical halo pattern characteristic of 
amorphous structures, indicating that the amorphous form of 
CO2 was successfully prepared by the VD method. We would 
like to emphasize that this is the simplest molecular glass 
ever realized. On heating the VD sample, many Bragg peaks, 
which are a direct evidence of crystallization, appeared at 25 
K. To obtain the complete crystalline state, the sample was 
annealed at 90 K for 5 min and then cooled again to 3 K. 
The blue curve in Fig. 1 presents the diffraction pattern of 
the annealed sample exhibiting sharp Bragg peaks. The peak 

positions are well reproduced in terms of the reported crystal 
structure (space group Pa-3) [7] as shown by the tick marks 
in Fig. 1.

Figure 2 shows the pair distribution functions G(r) of 
glassy, liquid, and crystalline CO2. The former two were 
obtained by the Fourier transformation of the observed 
diffraction data and previous data on liquid CO2 at 220 K 
and 0.85 MPa [8]. The G(r) of crystalline CO2 was calcu-
lated from the crystal data [7]. The configuration of the 
neighboring two CO2 molecules in the crystalline state is 
also depicted in Fig. 2. The peaks around 1.15 Å and 2.3 Å, 
which are common in all states, correspond to the C-O and 
O-O correlations within a molecule, respectively. The G(r) 
of the glassy sample exhibits a peak around 3.1 Å, while that 
of the liquid sample broader peaks around 3.3 Å and 4.0 Å. 
It is noteworthy that the peak position of the glassy sample 
(3.1 Å) coincides with the shortest intermolecular correlation 
(O1-C2, O1-O3) in the crystalline state. This indicates that 
the glassy CO2 has a strong intermolecular correlation which 
is similar to that in crystalline CO2. This is the first experi-
mental evidence for the basic structure of glasses.
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Magnetic Model in Multiferroic 
NdFe3(BO3)4 Investigated  

by Inelastic Neutron Scattering

Masuda Group

Symmetry breaking of time reversal and space inversion 
allows spontaneous order both in magnetism and dielec-
tricity. The enhanced simultaneous order, multiferroics [1], 
has been extensively studied since the discovery of its experi-
mental realization in the perovskite manganite TbMnO3 
[2]. The microscopic consideration of electronic states 
taking into account a spin-orbit interaction and symmetry 
of crystals reveals the relationship between the structures of 
spin and polarization. So far, in many multiferroic materials, 
the complex spin structure of the 3d transition metal ions 
has been focused in relation with induced electric polariza-
tions. On the other hand, existence of an interaction between 
4f and 3d ions (f-d coupling) and its importance on the 
multiferroic structure has not been in the spotlight. In this 
context, an easy-plane type antiferromagnet  NdFe3(11BO3)4 
provides a simple and interesting playground in which Nd 
and Fe moments are simultaneously ordered thorough the 
f-d coupling and the polarizations are simply described by 
a rank two tensor of local magnetic operators. Recently 
we performed inelastic neutron scattering (INS) measure-
ments on single crystals of hexagonal NdFe3(11BO3)4 to 
explore the magnetic excitations, to establish the underlying 
Hamiltonian, and to reveal the detailed nature of hybridiza-
tion between the 4f and 3d magnetism and its relation to 

Fig. 2. Pair distribution functions for glassy, liquid, and crystalline CO2. 
The nearest neighbor configuration in crystalline CO2 is schematically 
shown below the graph. The label corresponding to each atomic corre-
lation is depicted in the graph.

Fig. 1. X-ray diffraction patterns of the vapor-deposited CO2 measured 
at 3 K. The red and blue curves represent the data of the as-deposited 
and 90 K-annealed samples, respectively. The tick marks with Miller 
indices show the peak positions calculated from the crystalline data [7] 
with a space group Pa-3.
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the multiferroic structure by using state-of-the-art neutron 
spectrometer HRC [3]. 

The INS spectra projected onto ħω-c* and ħω -a* plane 
are shown in Figs. 1(a) and 1(b). We clearly observed the 
spin waves of the Fe3+ moments around AF zone center at  
q = (0,0, −1.5), and the flat excitation at about 1.0 meV from 
the crystal field of Nd3+ ion. Overall spectra are reason-
ably reproduced by spin-wave calculation including spin 
interaction in the framework of weakly coupled Fe3+ chains, 
f-d coupling, and single-ion anisotropy derived from the 
Nd3+ crystal field. Hybridization between the 4 f and 3d 
magnetism is probed as the anticrossing of the Nd- and 
Fe-excitations. The in-plane anisotropy gap at the AF zone 
center is explained solely by the crystal field of the Nd3+ 
ion in the quantitative level. The magnetic anisotropy of 
the Fe3+ ion allowed in the crystal structure is found to be 
negligibly small after the consideration on dipole-dipole 
interaction, single ion anisotropy, and spin nematic interac-
tion as the origin of the in-plane anisotropy. Combination 
of the measurements and calculations revealed that the 
hybridization between 4 f and 3d magnetism propagates 
the local magnetic anisotropy of the Nd3+ ion to the Fe3+ 
network, resulting in the bulk magnetic structure. In the 
multiferroics of the spin-dependent metal-ligand hybridiza-
tion type, the local magnetic anisotropy controls the electric 
polarization, meaning that the local symmetry of the rare-
earth ion is a driving force for the nonlocal multiferroicity in 
NdFe3(11BO3)4. 
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Magnetic Fields up to 370 T  
Revealed Aharonov-Bohm Exciton  

Splitting in Carbon Nanotubes

Takeyama Group

Rolled graphene with a certain chirality vector (n, m) 
forms a single-walled carbon nanotube (SWNT), possessing 
different electrical properties depending on the chirality, 
changing from semiconductors to metals. The penetration 
of magnetic flux quanta into a SWNT breaks the time-
reversal symmetry of the electronic states, and the effect is 
known as the Aharonov-Bohm (A-B) effect. The quasi-one 
dimensionality of SWNTs enhances the effects of exciton as 
well as electron correlation in the band-edge optical proper-
ties. Owing to the A-B effect, a magnetic flux penetrating 
the cross section of a SWNT induces the valley splitting 
between the K and K’ points in the Brillouin zone, along with 
a mixing of the exciton wave functions, and eventually the 
bright exciton and its dark counter part are converted into 
two independent bright K and K’ point excitons in a limit 
of strong magnetic fields. The k · p theory by Ando [1], has 
predicted magnetic field evolution of the K and K’ point 
exciton absorption spectra differently, depending on the 
relative energy-level ordering of the bright and dark band-
edge excitons. 

We have observed a discernible linear peak splitting of 
the K and K’ point exciton absorption spectra of SWNTs 
in magagauss magnetic fields above the field where the 
exciton wave function mixing is over. Highly-selected (6,5) 
single-chirality SWNTs synthesized by a single-surfactant 
multicolumn-gel-chromatography method [2] were further 
processed to highly alignment of the tubes to yield average 
29 degrees alignment by a polyvinyl alcohol thin film 
stretching. 

The thin stretched film sample was set inside of the 
flux-compression coil with input and output optical fibers in 
such a way that magnetic field was oriented along the film 
stretching direction (the Voigt configuration). The transmis-
sion light was detected by a streak camera equipped with 
a CCD camera. A streak image of absorption spectra was 
obtained in magnetic fields up to around 370 T generated by 

Fig. 1. Inelastic neutron scattering spectra obtained using HRC, along 
the (a) c* and (b) a* directions. The curves are the calculated spin-wave 
dispersions. 

Fig. 1. A streak 2-dimensional image of the E22 second sub-band 
absorption of (6,5) SWNTs with a signal of magnetic field measured at 
300 K. The inset illustrates sample setting with optical fibers inside a 
EMFC coil.
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the electro-magnetic flux compression ultra-high magnetic 
field generator, and the result was shown for the E22 second 
sub-band transition of a sample of (6,5) chirality SWNTs in 
Fig. 1. Absorption peak centered at 575 nm showed clearly a 
splitting when the magnetic field exceeds 170 T.  The absorp-
tion spectra were plotted at each magnetic field strength 
from Fig. 1, and plotted in Fig. 2(a) with those of Lorent-
zian de-convolution spectral lines (dotted line). The peak 
energy splits linearly with magnetic field with the splitting 
Δab = μBeff (where, μ: exciton splitting coefficient = 0.5, Beff 
= Bcos(29), and B is the strength of an external magnetic 
field) above 150 T. The integrated intensity of the absorption 
spectrum of each K and K’ splitting component exhibited 
linear magnetic field dependence above 200 T, but with their 
intensity recovers to that of the original peak, respectively, 
as seen in Fig. 2(b). Simple two-energy level mixing model 
does not hold anymore [3], but should be modified with a 
linear B term. All these phenomena evolve quite similarly 
with those presented by the theory of T. Ando [1]. We have 
figured out that the linear term is correlated to the environ-
mental static dielectric constant, and found that the value 
amounts to 50, which arises likely from residual water 
molecules in hydrophilic PVA film [4]. 
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Generation of Flat-Top Pulsed  
Magnetic Fields at ISSP

Kindo Group

Pulsed magnetic fields are commonly used where 
extremely strong magnetic fields are required. However, 
pulsed magnetic fields only persist for a short period of time 
which makes a scientific research difficult to conduct. The 
most commonly used pulsed field is driven by a capacitor 

bank and its field duration is typically from 1 to 100 milli-
seconds. Because of the extremely short timescale, most 
of experiments are difficult to perform, and only selected 
measurement techniques (such as magnetization and 
electronic resistivity) have been applied in pulsed magnetic 
fields. To solve this problem, some facilities in foreign 
countries start to utilize a flywheel generator and produces 
a “long” pulsed magnetic field that has ~1 second pulsed 
field duration. In 2008, International MegaGauss Science 
Laboratory at ISSP also installed the 51.3 MW DC flywheel 
generator and successfully produced long pulsed magnetic 
fields. The use of flywheel generator also enables us to 
generate a flat-top pulsed magnetic field (FTPMF) which has 
a constant field region around the maximum field. Since the 
FTPMF is the most demanding field profile for performing 
a precise experiment, we are now trying to generate highly 
stabilized FTPMFs with a homemade feedback controller. 
In this report, we would shortly describe our recent achieve-
ment of generating a FTPMF and its application to a scien-
tific research.

Our homemade feedback controller consists of a FPGA 
(field programmable gate array) devise and a mini-coil 
circuit and is used in conjunction with a commonly used 
pulsed magnet[1]. The mini-coil is inserted into a pulsed 
magnet and modifies the original pulsed field profile to 
obtain a FTPMF. In Fig. 1 and 2, we show the generated field 
profiles of FTPMFs (60.64 ± 0.005 T for 2 ms and 35.5 ±  
 0.01 T for 90 ms) which are obtained with the mid-pulsed 
magnet (36 ms, 60 T) and the long-pulsed magnet (1.2 s, 
36 T), respectively. In both cases, an extremely high field 
stability (±0.005~0.01 T) were obtained with feedback 
control of magnetic fields (see black curves). Since there is 
currently no alternative way to produce a FTPMF with high 
stability of the magnetic field, these FTPMFs can be used for 
improving the resolution of data with signal averaging or for 
performing a slow measurement (such as NMR and specific 
heat) at unprecedented high magnetic fields. The FTPMF 
shown in Fig. 2 is already utilized to perform a collaboration 
research and some specific heat data have been obtained. As 
shown as the green curve in Fig. 2, the temperature of the 
sample was recorded as a function of time. During the stabi-
lized FTPMF, we applied heat pulses (ΔQ) to the sample and 
observed the resultant temperature jumps (ΔT). From each 

Fig. 1. Flattop pulsed field profile generated by 60 T user-coil and 1.2 T 
mini-coil. The user-coil and mini-coil were driven by the conventional 
capacitance banks and the lead batteries, respectively. The magnetic 
field generated by mini-coil is regulated by a homemade feedback 
controller and makes the pulsed field profile flat on the top of pulsed 
fields. The black (blue) curve is obtained with (without) the feedback 
control.

Fig. 2. (a) The band-edge absorption spectra at each magnetic field 
obtained from Fig.1. (b) The absorption intensity evolution in magnetic 
fields. The solid lines are the results of fitting using a two-energy 
level model (dotted line) modified with a linear B term. Triangles are 
obtained by the single-turn coil ultra-high magnetic field generator in 
magnetic fields up to 160 T.
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temperature jump, we successfully estimated the specific 
heat (Cp = ΔQ/ΔT) and obtained several specific heat data 
points from a single pulse of magnetic fields.

We are planning to extend the time duration of FTPMF 
by a factor of 2 to 3 in 2016. Adding to the specific heat 
measurement, the generation of a highly stabilized FTPMF 
may open the way to perform a precise measurement that has 
never been possible in pulsed magnetic fields.
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Magnetic Field Induced Polar Phase  
in the Chiral Magnet CsCuCl3

Tokunaga Group

Among the triangular lattice antiferromagnets, hexagonal 
CsCuCl3 has been studied for a long time because of its 
interesting crystal and magnetic structures, and magnetic 
field induced phenomena. Owing to the Jahn-Teller distor-
tion, Cu chains along the c axis are displaced helically 
in the triangular ab plane and form helices with a six-ion 
periodicity. This distortion makes the Dzyaloshinskii-Moriya 
(DM) interaction active with the D vector pointing to the c 
axis. The S = 1/2 spins of Cu2+ ions are ferromagnetically 
and antiferromagnetically coupled within and between the 
helical chains, respectively. The competition of ferromag-
netic exchange and DM interaction induces the helical spin 
configuration with an incommensurate (IC) magnetic propa-
gation vector (1/3, 1/3, δ = 0.085) below TN ~ 10.7 K at 
zero field, in which spins lie on the triangular ab plane [1]. 
The magnetic field (H) applied normal to the c axis induces 
a plateau-like behavior in magnetization between 10.5 and 
14.5 T before the spin saturation at 30 T, while for H // c axis 
magnetization shows a jump at 12.5 T [2]. With increasing  
H ⊥ c, the IC wave number δ decreases to ~ 0.05 at the 
beginning of the plateau [IC1 phase in Fig. 1(a)], remains 

constant in the plateau region (IC3), and decreases to zero 
on entering a commensurate (C) phase [3]. Using a pulse 
magnet developed at ISSP, we discovered a new multiferroic 
(MF) phase and discussed the origin of the emergence of the 
electric polarization in the chiral magnet CsCuCl3 [4]. 

Figure 1(b) represents the magnetization (M) of CsCuCl3 
at 1.4 K as a function of H applied along the a, b* and c 
axes, where b* is perpendicular to the ac plane. In addition to 
the reported anomalies, we newly observe a jump of M above 
the plateau region for H // a or b* axis, which is clearly seen 
as a sharp peak in the dM/dH curve in Fig. 1(c). This field 
corresponds to the phase transition to the C phase. The most 
intriguing observation is that the electric polarization along 
the a axis (Pa) becomes finite just above the IC3 phase and 
disappears in the C phase for H || b*, as shown in Fig. 1(c). 
The induced P is as small as ~ 0.25  μC/m2. Figure 1(a) is 
the magnetoelectric phase diagram for the Hb*-T plane. The 
MF phase is located at H between the upper bound of the M 
plateau and the lower bound of the C phase. According to 
a classical calculation [5], spins in each chain are expected 
to form a chiral soliton lattice in this field region. Observa-
tion of higher harmonics in neutron diffraction supports 
this theoretical prediction [6]. The chiral soliton lattice state 
comes to attract considerable attention after its discovery 
in metallic CrNb3S6 that belongs to the same point group 
(622) as that of CsCuCl3 [7]. The present insulating material 
exhibits finite electric polarization in the relevant field 
region. The helical arrangement of Cu ions results in finite 
local electric polarization normal to the c axis through the 
spin current mechanism even in the proper screw-type spin 
order because of the non-zero eij × (Si × Sj) term as shown 
in Fig. 1(d) [4]. This local polarization will be cancelled out 
if the helical spin arrangement is incommensurate with the 
lattice period. In the soliton lattice state, however, distance 

Fig. 2. Flattop pulsed field profile obtained with 36 T long pulsed 
magnet and 1.1 T mini-coil, which were driven by the DC flywheel 
generator and the lead batteries, respectively. The black curve indicates 
a field profile of a stabilized FTPMF. The field profile generated only 
with 36 T long pulsed magnet (no feedback control) is shown by a 
blue dashed curve. The temperature (green curve) and heat power (not 
shown) were recorded for the specific heat measurement.

Fig. 1. (a) Magnetoelectric phase diagram of CsCuCl3 in the Hb*-T 
plane. (b) Magnetic field (H) dependence of magnetization (M) of 
CsCuCl3 for H parallel to the a, b*, and c axes at 1.4 K. (c) H depen-
dence of dM/dH and electric polarization along the a axis, Pa, of 
CsCuCl3 for H // b* at 1.4 K. (d) Schematic of the two nearest inter-
layer Cu ions (spheres). Two adjacent spins Si and Sj are connected 
with a unit vector eij. (e) Pa(H) curves for the H angle θ ~ –39° and  
~ 36° in the paramagnetic region T = 50 K. 
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between the spin helices (solitons) becomes extremely large, 
and as a result, a small perturbation like magnetoelectric 
effects of the second order may align the local electric polar-
ization to one direction. This second order effect, which is 
called as a paramagnetoelectric effect, is actually resolved by 
our accurate high-field experiments of the magnetoelectric 
effects in the paramagnetic phase as shown in Fig. 1(e). The 
emergence of electric polarization is thus explained by the 
cooperation of the local electric polarization on the chiral 
solitonic spin arrangement and the paramagnetoelectric 
effect. Therefore, we interpret this MF phase in CsCuCl3 as 
the polar solitonic phase [4].
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Novel Spin State Ordering in LaCoO3 
Discovered at above 100 T

Y. H. Matsuda and Kindo Groups

In transition metal oxides (TMO), various exotic 
phenomena emerge such as superconductivity, colossal 
magnetoresistance, metal-insulator transition, multiferroics 
and so forth. All these phenomena are considered to origi-

nate in the electron correlation that gives rise to the quantum 
many body effects. Then, the emergent orders appear due to 
the coupling of multiple degrees of freedom in solids such 
as spin, charge, lattice. Among TMO, cobaltites are regarded 
unique for their spin state degree of freedom. For example 
in the case of the most intensively studied LaCoO3, the 
electronic state of the trivalent cobalt ion (3d 6) is classified 
into low spin (LS), intermediate spin (IS) and high spin (HS) 
state according to the total spin angular momentum S = 0, 1, 
2, respectively, based on the single ion picture. 

One of the most interesting phenomena expected in 
cobaltites is the ordering of spin states, which is, however, 
not observed in general except for the limited cases such 
as thin films or special materials. Actually, in the case of 
LaCoO3, no order of spin state has been found for more than 
half a century. LaCoO3 undergoes the anomalous change in 
the magnetic and electric properties in the thermal evolution. 
In fact, even what kind of spin states are involved is still a 
major matter of debate. 

Recently,  it becomes clear that high magnetic fields can 
be used to directly observe the magnetic excited state of 
LaCoO3. At ISSP UTokyo in 2009, the magnetization jump 
of 0.5 μB/Co at about 60 T was found [1]. At Los Alamos 
High field laboratory in 2012, another magnetization jump 
at 70 T was found by measurements up to 100 T [2]. It has 
been proposed that the spatial ordering of different spin 
state called spin state crystalline (SSC) phase is realized at 
high magnetic fields. However, for the confirmation of the 
SSC,  the study up to even more high temperature and high 
magnetic fields is needed.

In Fig. 1 (b) and (c), we present the measured magnetiza-
tion (M) and dM/dB up to 130 T and up to 110 K. We found 
an obviously new magnetic phase at above 100 T and at 
above 35 K along with the previously found phase of above 

Fig. 1. (a) Schematic drawing of the perovskite structure and electronic 
configurations of spin state of LaCoO3 (b) Magnetization (M) and (c) 
dM/dB curves of LaCoO3 measured using induction method up to 130 
T generated with the single turn coil method.

Fig. 2. (a) Magnetic field – Temperature phase diagram of LaCoO3 
determined by the magnetization measurements. (b) Tentatively 
proposed configurations of the spatial ordering of the spin state and 
orbitals in LaCoO3.
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65 T and below 35 K in Fig. 2 (a) [3]. We at this moment 
are considering the origin of the novel phase as follows. At 
the phase (A1), all Co ions are in LS state. With increasing 
temperature at the phase (A2), thermally induced IS or HS 
of Co ions appears with spatially disordered manner. With 
increasing magnetic field, the phase transition from (A2) to 
(B2) takes place accompanied with the sudden increase of 
the number of IS or HS species and also accompanied by the 
formation of the spatial ordering or IS or HS and LS species, 
namely, the SSC. In (B2), further order such as orbitals 
may also be possible on the background of the SSC. With 
decreasing temperature, another phase transition takes place 
between (B2) and (B1) without changing the magnetization. 
At this moment, it is difficult to clarify what is happening 
in the phase transition between (B1) and (B2). We note that 
the representative possibilities are the order-disorder phase 
transition of orbitals, the switching between the different 
orbital order, the switching between the different SSC. 
Tentative schematics of such spin state and orbital order are 
depicted in Fig. 2 (b).

Actually, the origin of the discovered high field phases 
(B1) and (B2) in LaCoO3 is still an open question. Besides 
the possibilities mentioned above, the possibilities of the 
field induced excitonic condensate and the SSC are inves-
tigated very recently with the calculations based on the 
dynamical mean field theory motivated by the present result 
[4,5]. For further investigation of the origins of the phase 
(B1) and (B2), different kind of experimental efforts such as 
the magnetostriction, magnetoresistance, x-ray diffraction at 
even higher magnetic fields, and the exploration of family 
materials are quite in demand.
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High-Resolution Three-Dimensional  
Spin- and Angle-Resolved  

Photoelectron Spectrometer Using 
Vacuum Ultraviolet Laser Light

Komori and Shin Groups

Spin-polarized electrons in solids have been intensively 
studied not only for fundamental scientific interests but also 
for technological applications such as to spintronic devices 
utilizing the spin degree of freedom. Recently, highly spin-
polarized surface states have been discovered under the 
topological concepts associated with the electronic band 
structure of materials with strong spin-orbit interaction. Spin- 
and angle-resolved photoelectron spectroscopy (SARPES) is 
a powerful technique for investigating such spin-dependent 
electronic bands. We have constructed a SARPES apparatus 

[1] with high energy (1.7 meV) and angle resolutions (0.7˚) 
by combining a very-low-energy-electron-diffraction-
type (VLEED) spin detector using the oxygen-adsorbed 
Fe surface [2] and a high-photon-flux vacuum-ultraviolet 
(VUV) laser, the 6th harmonic of a basic wave of Nd:YVO4 
quasi-continuous wave laser with a non-linear optical crystal 
KBe2BOF2. (hν = 6.994 eV) [3]. The spectrometer consists 
of a hemispherical photoelectron analyzer equipped with a 
photoelectron deflector function and twin VLEED detectors, 
as shown in Fig. 1. The latter allows us to analyze the spin 
vector of a photoelectron three-dimensionally.  

We have shown that the present laser-SARPES machine 
realizes a quick SARPES on the spin-split surface band 
structure of a Bi(111) film even with 7 meV energy and 0.7˚ 
angular resolutions. Figure 2 demonstrates three-dimensional 
detection of the spin polarization on the Bi(111) surface. We 
performed three-dimensional SARPES at a point between 
Γ and K where we can expect non-zero spin polariza-
tions in the x, y, and z directions because of the absence of 
mirror symmetry on the ΓK line of the Bi(111) surface. In  
Figs. 2(a)-(f), two spin-polarized surface states, labeled 
S1 and S2, are clearly seen, and the amplitude of the spin 
vector is summarized in Fig. 2(g). From the spin polariza-
tion analysis, we can draw the energy dependence of the spin 
vector as in Fig. 2(h). 

Fig. 1. (a) Overview of the laser-SARPES system developed at the 
Laser and Synchrotron Research Laboratory. [1] (b) Schematic 
drawing of the photoelectron detection part of laser-SARPES. The 
angle between the laser and the analyzer is fixed at 50˚. Twin VLEED 
spin detectors arranged with orthogonal geometry are connected to 
the hemispherical photoelectron analyzer. The spectrometer is also 
equipped with electron deflectors at the multi-electron-lens part 
between the sample and the entrance slit.

Fig. 2. Spin-polarized surface bands at a point between Γ and K on 
the Bi(111) surface detected by the three-dimensional laser-SARPES. 
(a-f) The x (a,d), y (b,e) and z (c,f) components of the spin polarization 
and the spin-resolved spectra. (g) Amplitude of the spin vector of the 
photoelectron emitted with the present experimental geometry shown in 
Fig. 1b. (h) Schematic drawing of the spin vector of the photoelectron 
emitted from the point between Γ and K as a function of the binding 
energy. The length of the arrows is proportional to the amplitude of the 
spin vector.
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Ultrafast Spin-Switching of a Ferrimagnetic 
Alloy at Room Temperature Traced by 
Resonant Magneto-Optical Kerr Effect 

Using a Seeded Free Electron Laser

I. Matsuda, Wadati, and Shin Groups

Ultrafast spin dynamics in femtosecond timescale, 
so-called the femtomagnetism, has been one of the central 
issues in the frontier science and technology for the last 
two decades. To capture the nature of the non-equilibrium 
dynamics, ultrafast time-resolved experiments have been 
carried out using an ultra- short laser pulses. Recently, the 
developed EUV-X-ray free electron lasers (FEL) and high 
harmonic generation (HHG) lasers have opened the opportu-
nity for exploring dynamic phenomena with element selec-
tivity by tuning the photon energy of the laser pulses to the 
absorption edges of a material.  Moreover, since the electron 
exchange interactions, the most fundamental origin of the 
magnetism, occur in the femtosecond time-scales, ultrafast 
experiments using FELs and HHG lasers are expected to 
add the missing knowledge in condensed matter physics that 
should bring technological innovation in ultrafast spintronics.

One of the famous ultrafast magnetization phenomena 
is reversal of GdFeCo ferrimagnetic alloy by optical 
pumping. GdFeCo is known as a ferrimagnetic metallic 
alloy, composed of rare-earth (RE) and transition metal 
(TM) sublattices. The two sublattices couple each other 
anti-ferromagnetically and spin-switching, induced by a 
femtoseconds-pulse of either circularly or linearly polarized 
infrared light, has already been reported. However, there is 
controversy in the suggested dynamical mechanisms and 
it was proposed recently that the magnetization reversal 

process is thermal and the reversal can be explained in terms 
of the angular momentum conservation when the material 
is irradiated by circular polarized light. More experimental 
data, in particular using linearly polarized light, are needed 
to understand the nature of these opto-magnetic phenomena. 
In the present study, we extended our resonant magneto-
optical Kerr effect (RMOKE) technique for FELs to trace the 
spin in the Fe (TM) site in a GdFeCo crystal. 

 The experiment was performed at FERMI@ELETTRA 
in Italy by bring our homemade measurement system to 
the FEL end-station. The Kerr-rotation angle of RMOKE 
was determined by rotating-analyzer ellipsomtry (RAE) 
method and time-resolved measurement was carried out by 
the pump (Ti:S laser) and probe (seeded FEL) technique. 
Before optical pumping, a sample was set at room tempera-
ture, which is above the magnetic compensation temperature 
of GdFeCo at 250 K and the external magnetic field was 
applied in the direction of the initial Fe magnetization. Then, 
the Fe magnetization reversal was traced in real time by 
tuning the photon energy (hv = 53 eV) to the Fe M-absorp-
tion edge, which added the element-selectively. 

Figure 1(a) shows the results of time-resolved measure-
ments. Each panel shows the RAE results at each indicated 
delay time. The vertical axis denotes the normalized photon 
intensity. The two curves (blue and red) correspond to the 
measurements under the applied magnetic field in up and 
down direction along the sample surface normal. The solid 
lines are cosine fitting to the experimental results. The 
angle zero in each panel corresponds to the extinction state 
without external field. The Kerr rotation angle at each delay 
time can be extracted from the phase difference between the 
two curves. The initial Kerr rotation angle was 3.2 degree 
at -100 fs (before pumping), which was also measured in 
the static RMOKE (not shown). Since a polar geometry is 
used in this TR-RMOKE measurement, the Kerr rotation 
angle indicates the out-of-plane magnetic moment of Fe in 
GdFeCo. Figure 1(b) schematically depicts the magnetiza-
tion dynamics with respect to the external field resulting 
from the time dependent Kerr rotation angle. The length of 
the arrows in the figure corresponds to the magnitude of the 
Kerr rotation angle for each delay time. At 200 fs after the 
intense laser irradiation, changes of sign of the Kerr rotation 
angle indicate reversal of Fe magnetization. This reversal 
mechanism is classified in thermal process, being different 
from the process involving the inverse Faraday effect in the 
previous studies using circularly polarized light. Considering 
the FEL repetition rate of 10 Hz at FERMI@ELETTRA 
the Fe magnetic moment is recovered at least 100 ms after 
the pump. Since linearly polarized IR pump laser was used 
there is no coupling in terms of the exchange of angular 
momentum between photons and spins in the material. 
This means that the path for angular momentum transfer is 
closed between the sub-lattices of Gd and Fe. The timescale 
of magnetization reversal of TM sublattice is the same as 
observed in preceding research using time-resolved XMCD, 
in which transient ferromagnetic-like coupling has been 
observed due to different demagnetization times for RE and 
TM sublattices. Our measurement of TR-RMOKE reveals its 
compatibility with FEL for tracing ultrafast spin dynamics.
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Fig. 1. (a) Experimental results (circles) of the intensity variation 
with rotation angle taken at hv = 53eV for FEL at each delay time 
shown in each figure with fitting by cosine curve (solid lines). (b) 
A schematic diagram of the magnetization reversal dynamics of the 
Fe magnetic moment with respect to an external field H. The length 
of the arrows is scaled to the magnitude of the Kerr rotation angle 
at each delay time shown in (a). 
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Optically Detecting Edge-State of 
Topological Insulator under the Ambient 

Condition by Ultrafast Infrared  
Photoluminescence Spectroscopy

Suemoto and I. Matsuda Groups

Three-dimensional topological insulators (TIs) are 
materials characterized by insulating bulk bands and metallic 
surface states resulting from a nontrivial topology of the 
bulk wave functions. The surface states form a Dirac cone 
structure with electron spins locked perpendicular to their 
momenta within the bulk band gap. The helical spin struc-
ture, which suppresses electron backscattering induced by 
nonmagnetic impurities, proposes electronic and spintronic 
device applications of TIs. The robustness of topologically 
protected surface states under exposure to air furthermore 
offers to realize versatile TI devices operating under the 
ambient environment. It is therefore crucial for the device 
applications to investigate dynamical properties of surface 
carriers in TIs particularly under the ambient condition. 
Recently the surface carrier dynamics has been explored with 
ultrafast time-resolved techniques allowing for distinguishing 
the bulk and surface response, involving time- and angle-
resolved photoemission spectroscopy (TrARPES),  optical 
pump mid-infrared probe spectroscopy (OPMP), and optical 
pump THz probe spectroscopy (OPTP). TrARPES has been 
utilized to observe directly the transient electron population 
with the high momentum and energy resolution, providing 
knowledge about the electron-phonon scattering and the 
bulk-surface interband transition in TIs. TrARPES, however, 
needs the ultra-high vacuum condition to prevent the surface 
contamination of samples due to the surface sensitivity. In 
contrast, OPMP and OPTP have delivered insights into the 
low-energy electronic transition in the surface Dirac cone 
even under the atmospheric condition with larger penetra-
tion depth than that in TrARPES experiments, while being 
incapable of direct access to excited states over a wide 
energy range from the surface states to the bulk bands. 

Time-resolved photoluminescence spectroscopy (TrLS) 
overcomes their drawbacks with the bulk sensitivity and the 
wide-range detection of excited states in visible to infrared 
regions. TrLS combined with time-resolved photoemission 
spectroscopy (TrPES) has been applied to graphite, providing 
deep understanding on the carrier dynamics in the Dirac cone 
[1]. TrLS is therefore urgently expected to be a practical 
approach even to surface carrier transitions in TIs under the 
ambient consition; however, no TI research with TrLS has 
been reported. Here, we report an application of the infrared 
TrLS technique to a TI TlBiSe2 under the ambient condition 
(inset in Fig.1). 

A TI TlBiSe2 is known to feature the Dirac point located 
near the middle point of the bulk band gap of 0.35 eV at 
the Γ̅  point, which is a large value among TIs. We used 

Tl1-xBi1+xSe2 (x = 0.025) synthesized by the Bridgman 
method as the sample, where the Fermi-level is located 
near the Dirac point. The infrared time-resolved lumines-
cence measurement was performed with the up-conversion 
technique under the ambient condition. The TlBiSe2 sample 
was excited by 70 fs pulses at a wavelength of 800 nm  
(1.55 eV) from Ti:sapphire regenerative amplifier operating 
at a repetition rate of 200 kHz. The spot size on the sample 
was approximately 300 μm in diameter and the fluence was 
estimated to be 0.34 mJ/cm2. The visible light was gener-
ated by sum-frequency mixing of the infrared luminescence 
light and the gating pulses at 1.55 eV in an optical nonlinear 
crystal LiIO3, and detected by a photomultiplier tube coupled 
with a double grating monochromator. The time resolution 
estimated by autocorrelation of the pump pulse reflected 
by the sample and the gating pulse was 168 fs. The energy 
resolution was approximately 70 meV. The up-conversion 
measuring system had sensitivity for the luminescence 
photons between 0.23 eV and 1.3 eV. The spectral sensitivity 
of the system was calibrated by using the sum-frequency 
signal between the light from a tungsten lamp with a 
sapphire window and the gating pulses at 1.55 eV.

Figure 1 shows time evolution curves of the lumines-
cence intensities from the TlBiSe2 crystal at emission 
photon energy ranging from 0.25 eV to 1.0 eV under the  
1.55 eV-photoexcitation. The decay profiles exhibit specifi-
cally different shapes with the photon energy. As photon 
energy decreases from 1.0 eV, the peak position time 
becomes longer with decrease of the photon energy. This 
behaviour can be explained in terms of the bulk insulating 
property: the carriers are accumulated at the bottom of the 

Fig. 1. Time evolution curves of the luminescence intensities from 
TlBiSe2 at emission photon energy ranging from 0.25 eV to 1.0 eV 
under 1.55 eV-photoexcitation. The curves are normalized at their 
own maxima and offset for clarity of display. The curves at lower 
photon energy than bulk band gap of 0.35 eV are shown in blue. The 
green arrows indicate the peak position of each curve. The inset shows 
schematic drawing of the infrared photoluminescence measurement 
under 1.55 eV (800 nm) pulse excitation.
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bulk bands due to the energy band gap, which obstructs 
phonon-mediated recombination between electrons and 
holes. The longer decay time at lower photon energy is attrib-
uted to slower relaxation of the carrier population at lower 
energy, reflecting the cooling dynamics of the carriers via 
carrier-phonon interactions. On the other hand, when the 
photon energy is lower than the bulk band gap of 0.35eV, 
distinctive decay profiles with much longer decay times 
(approximately 4 ps) are found at 0.25 eV and 0.3 eV. The 
decay profile at 0.4 eV, which corresponds to the turning 
point of the shape change of the decay profiles, consists of 
two components similar to each decay profile at 0.3 eV and 
0.5 eV.

The distinctive shape change of the luminescence decay 
profiles and the bimodality of the time-resolved lumines-
cence spectra elucidate that the luminescence originates from 
different energy bands. According to the band calculations, 
no bulk state resides in the energy band gap region less than 
0.6 eV, except each one around the  Γ̅   point (0.35 eV) and the 
M̅   point (0.3 eV)[2]. The bulk band around the M̅   point might 
contribute to the luminescence at photon energy even below 
the bulk band gap of 0.35 eV; however, the decay profile at 
the photon energy of 0.3 eV that matches the energy band 
gap at the M̅   point does not exhibit a rapid rise expected from 
the bulk insulating property[3]. The decay profiles at the 
photon energy below the bulk band gap of 0.35 eV are there-
fore attributed to the luminescence predominantly derived 
from the surface states. The quantitative analyses, based on 
the rate-equation model, also confirmed this assignment [3]. 

The topologically protected surface states were optically 
detected even under the ambient condition, and the relaxation 
rate of the surface carriers was determined, distinguished 
from the bulk contribution simply with the emission photon 
energy. Our results present the availability of the infrared 
TrLS technique as a novel approach to the dynamical proper-
ties of the surface carriers in TIs toward their application to 
electronic and spintronic devices operating under the ambient 
environment.
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Development of Sub-300 fs, 100-W Class, 
Yb-Fiber Based CPA Laser System at 1-MHz

Kobayashi Group

High repetition rate (>MHz) high harmonics genera-
tion (HHG) based vacuum ultraviolet (VUV) laser source is 
highly desirable for photoelectron spectroscopy, for space-
charge-free measurement by limiting the number of emitted 
electrons per pulse, which can lead to higher signal-to-noise-
ratios and achieve high energy resolution. Traditionally, 
Ti:sapphire laser systems were adopted as the driver, which, 
however, typically have a repetition rate on the order of a few 
kilohertz, or hundred kilohertz at the expense of the pulse 
energy. That is mainly limited by the poor thermal conduc-
tivity of the Ti:sapphire crystal itself. Even with the state-of-

the-art cryogenic configuration, the average power is limited 
at a few tens of watts.

As far as high repetition rate, high average power lasers 
are concerned, Yb-based fiber, slab, and disk lasers are 
leading the trend in this field and all three have enabled >1 
kW of average output power, due to their advanced heat 
dissipating ability. Comparatively speaking, slab lasers 
and disk lasers give pulse duration on the order of few 
picosecond or sub-picosecond. While, fiber lasers, due to the 
broader gain bandwidth they can support, can give shorter 
pulse duration. Unfavorably, due to the small core diameter 
of gain fibers, the peak powers reached inside the fiber are 
high and unwanted nonlinear effects, such as self-phase 
modulation, tend to occur. Hence, in order to avoid possible 
nonlinearities, the pulse duration of a seed laser needs to be 
stretched before it is amplified by a fiber amplifier. Although 
there have been some reports on high average power 1-MHz 
fiber chirped pulse amplification (FCPA) lasers, their pulse 
duration were limited to ~500 fs.

Here we report on a FCPA laser system, which deliv-
ered 100 W of output power after a pulse compressor, at a 
repetition rate of 1 MHz, corresponding to a pulse energy 
of 100 µJ. The compressor efficiency was as high as 85% 
thanks to the special large scale transmission gratings. The 
pulse duration was measured to be 270 fs using second 
harmonic generation frequency-resolved optical gating 
(SHG-FROG) method. To the best of our knowledge, this 
represents the shortest pulse duration achieved by a hundred-
watt-level fiber chirped pulse amplification laser system at 
few MHz repetition rate, without resorting to any means of 
post-compression and SLM-based phase compensation. The 
excellent beam quality was guaranteed by the rod fiber itself 
and by careful alignment into this fiber to effectively excite 
the fundamental mode alone.

The FCPA system started from a mode-locked 64-MHz 
Yb:fiber oscillator with an average power of 5 mW. This seed 
laser was then directed to a grating based pulse stretcher, 
and stretched to be ~1 ns. A single mode Yb pre-amplifier 
followed the stretcher to boost the power up to ~100 mW. 
An acoustic optical modulator (AOM) was used to lower 
the repetition rate down to 1 MHz. Meanwhile, the average 
power was decreased to 0.5 mW. Additional two-stage 
pre-amplifiers increased the average power to 500 mW, 
which then seeded the following 40/200 photonic crystal 
fiber (PCF) amplifier that was pumped in the backward 

Fig. 1. (a), Power performance of the FCPA system; (b), Spectra taken 
from different stages of amplification; (c), Pulse intensity and phase 
obtained from the SHG-FROG measurement; (d), Power stability of the 
fiber CPA laser system and beam profile.
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direction by a 25 W laser diode at 976nm. The final 
stage amplifier was a straight 55 cm rod fiber from NKT 
Photoncis, pumped by a fiber coupled 350-W laser diode 
centered at 976 nm. With a seed laser of 13W, more than 120 
W average power was extracted when backward pumping at 
~200 W was used, shown in Fig.1(a). The optical-to-optical 
efficiency was in excess of 60%. After compressor, more 
than 100 W of average power were obtained, corresponding 
to an efficiency of ~85% for the compressor. Fig.1(b) shows 
the spectrum taken after different amplifier stages. Only 
minor gain narrowing effects were visible. Figure 1(c) shows 
the measured pulse duration of ~270 fs. Figure 1(d) shows 
2-hours operation of the system.

In the future, we would like to use this laser system to 
drive HHG process. By that, high repetition rate VUV laser 
could be expected soon.
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Observation of a Devil’s Staircase in the 
Novel Spin-Valve System SrCo6O11

Wadati Group

Combining different materials in artificial nanostructures 
is a most important approach to create improved or even 
completely new electronic functionalities for technological 
applications. A very prominent example of this is the giant 
magnetoresistance (GMR), which was first realized by 
multilayers of alternating nonmagnetic and ferromagnetic 
metals [1] and which now is an indispensable part of today’s 
information technology. In these GMR systems the electrical 
resistance is high for an antiparallel alignment of the magne-
tization in the neighboring magnetic layers, while it is low 
for a parallel alignment of those magnetizations. For this 
reason such systems are also referred to as spin valves.

Here we report on a high-resolution resonant soft x-ray 
scattering (RSXS) study of SrCo6O11 bulk single crystals 
as a function of temperature (T) and applied magnetic field 
(H) [2]. SrCo6O11 is a particularly interesting material with 
intrinsic magnetoresistance. Figure 1 (a) shows the lattice 
structure, which is believed to realize a GMR multilayer 
system at the atomic scale [3]. One of the most striking 
magnetic features of SrCo6O11 observed so far are plateaus in 
the magnetization as a function of the applied magnetic field 
along the c axis as shown in Fig. 1 (b). These plateaus corre-
spond to 1/3 and 3/3 of the saturated moment and were found 

to reflect different stackings along c, namely, an up-up-up 
structure for the 3/3 phase and an up-up-down configuration 
for the 1/3 phase.

Figure 2 (a) shows the diffraction peaks of SrCo6O11 at 
zero field for various temperatures. Quite surprisingly and 
very uncommon for RSXS experiments, a large number of 
superlattice reflections at L = n/6 with n = 4, 5, 6, 7, 8 and 9 
is observed. L = 1 commensurate (CM) peak and two incom-
mensurate (ICM) peaks around L = 0.8, 1.2 appear at 20 K 
(Tc1). These ICM peaks move to L = 5/6 and 7/6, respec-
tively, as the temperature is decreased, and finally are locked 
at these values at 12 K (Tc2), respectively. At Tc2, there 
appear L = 6/5 and 8/7 shoulders of the L = 7/6, and, simul-
taneously, L = 2/3, 4/3, and 3/2 peaks. These results there-
fore directly reveal that a large number of magnetic phases 
coexist in zero magnetic field. 

Figure 2 (b) shows the entire H-T diagram of SrCo6O11 
determined by RSXS measurements under magnetic fields. 
Here, <n> represents the magnetic periodicities. The phase 
diagram demonstrates that various magnetic orderings with 
different periodicities are formed in the low temperature and 
low field region. Obviously, the energies of these magnetic 
structures are quite close, and the corresponding energy 
differences sensitively depend on temperature and magnetic 
fields. This phenomenon is called “the devil’s staircase,” 
where, in principle, an infinite number of commensurate 
superstructures can be realized by tuning an external param-
eter. As these corresponding eigenstates (magnetic orderings 
in this case) have similar energies, they can be switched 
from one to another by small perturbation. In this case 
of magnetic ordering, the mechanism is described by the 
axial next-nearest-neighboring Ising (ANNNI) model. The 
ANNNI model describes competing interactions between 
nearest (J1) and next-nearest (J2) Ising spins, which yields 
various magnetic orderings with close energies in the 
phase diagram of temperature and J2/J1. However, in order 
to explain ordered structures with long periodicities, one 
needs magnetic interactions that go well beyond the nearest 
neighbors. A plausible explanation can be provided by the 
Ruderman-Kittel-Kasuya-Yosida (RKKY) interaction via the 
metallic planes.

References
[1] M. N. Baibich, J. M. Broto, A. Fert, F. Nguyen Van Dau, F. Petroff, 
P. Etienne, G. Creuzet, A. Friederich, and J. Chazelas, Phys. Rev. Lett. 
61, 2472 (1988). 
[2] T. Matsuda, S. Partzsch, T. Tsuyama, E. Schierle, E. Weschke,  
J. Geck, T. Saito, S. Ishiwata, Y. Tokura, and H. Wadati, Phys. Rev. 
Lett. 114, 236403 (2015). 
[3] S. Ishiwata, I. Terasaki, F. Ishii, N. Nagaosa, H. Mukuda,  
Y. Kitaoka, T. Saito, and M. Takano, Phys. Rev. Lett. 98, 217201 
(2007).

Authors
T. Matsudaa, S. Partzschb, T. Tsuyama, E. Schierlec, E. Weschkec,  
J. Geckb, T. Saitod, S. Ishiwataa, Y. Tokuraa,e, and H. WadatiFig. 1. (a) Crystal structure of SrCo6O11. (b) Out-of-plane magnetiza-

tion of Sr1−xBaxCo6O11 as a function of magnetic field (H // c) at 5 K. 

Fig. 2. (a) Magnetic peak profile of SrCo6O11 at various temperatures at 
zero magnetic field. (b) Magnetic phase diagram of SrCo6O11. 
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Quadratic Fermi Node in a 3D  
Strongly Correlated Semimetal

Kondo, Nakatsuji, and Shin Groups

Strong spin–orbit coupling fosters exotic electronic 
states such as topological insulators and superconduc-
tors, but the combination of strong spin–orbit and strong 
electron–electron interactions is just beginning to be under-
stood. Central to this emerging area are the 5d transition 
metal iridium oxides [1-4]. Here, in the pyrochlore iridate 
Pr2Ir2O7, we identify a non-trivial state with a single-point 
Fermi node protected by cubic and time-reversal symme-
tries, using a combination of angle-resolved photoemission 
spectroscopy and first-principles calculations. Owing to its 
quadratic dispersion, the unique coincidence of four degen-
erate states at the Fermi energy, and strong Coulomb interac-
tions, non-Fermi liquid behavior is predicted, for which we 
observe some evidence. Our discovery implies that Pr2Ir2O7 
is a parent state that can be manipulated to produce other 
strongly correlated topological phases, such as topological 
Mott insulator, Weyl semimetal, and quantum spin and 
anomalous Hall states.

The experimental evidence for a quadratic Fermi node 
state in Pr2Ir2O7 is demonstrated in Fig. 2. In the panel (d), 
we observe that a parabolic energy-dispersion approaches EF 
with increasing photon energies (or kz values), and finally 
touches it at the Γ point (a red curve). We have confirmed 
that, with further increase of kz, the dispersion gets away 
from EF again, which signifies that the 3D band structure 
of Pr2Ir2O7 has a single Fermi point (Fig. 2(b)). Other scans 

of different kz values up to the L point (Fig.(c)) revealed no 
other states touching or crossing EF. This circumstance satis-
fies the charge neutrality, and it could be a further evidence 
for the realization of nodal state. We also find that the broad 
spectral weight emerges beyond EF as seen in the Fermi-
function-divided image for the 75K data (arrow in Fig. 2(e)). 
This observation is compatible with the predicted existence 
of a quadratic band touching on the unoccupied side.
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Fig. 1. Quadratic Fermi node state of Pr2Ir2O7 tunable into interacting 
topological phases. In the lower part of the diagram, the bottom half 
of the blue circle and its reflection form a caricature of the quadrati-
cally dispersion conduction and valence bands touching at the zone 
centre, while at the same time the darker-blue upper circle suggests how 
Pr2Ir2O7, with non-negligible Coulomb interactions, is a strongly corre-
lated non-Fermi liquid analogue of HgTe, shown as a pale-blue reflec-
tion. Arrows indicate the perturbations that convert the nodal non-Fermi 
liquid state to diverse topological phases.

Fig. 2. Fermi node state of Pr2Ir2O7 revealed by ARPES with 
synchrotron radiation source. (a)  Brillouin zone, showing measured 
momentum sheets. (b,c) ARPES intensities at EF in the kx-ky sheet 
crossing Γ and L measured at hv=52eV and 39eV, respectively. The 
calculated band dispersion in the kx-k(111) sheet. Energy dispersions 
determined by ARPES are plotted on it. (e) ARPES dispersion map 
crossing Γ, measured at an elevated temperature (T=75K).
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