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graphene family

Does the graphene 
family carry the blood 

of magnetism?

From the 2D graphene,
“scissoring and wrapping”
can give rise to 0D bucky
balls, 1D nanotubes and
3D graphites.
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Just roll it up!

By identifying all lattice points related by integer multiples
of the chiral vector C = (nx, ny) with nx ≥ ny ≥ 0, the two-
dimensional graphene sheet is mapped to the chiral single-
wall carbon nanotube.
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We found the ground state of the semi-
infinite carbon nanotube has quan-
tized magnetic moment,

M = µB

[
nx − ny + 1

3

]
,

which is dictated by the chiral vector
but does not depends on the hopping
amplitude and the interaction strength!
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• Motivations and hints

• Stage I: Lieb’s theorem

• Stage II: weak-coupling analysis

• Stage III: counting edge states

• First-principles approach

• Conclusions
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Disordered Magnetism at the Metal-Insulator Threshold
in Nano-Graphite-Based Carbon Materials
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The magnetism of activated carbon fibers composed of a disorder network of nanographites was in-
vestigated, where each nanographite has about 1 edge-inherited localized spin. The susceptibility, for
samples situated around the metal-insulator threshold, shows a cusp around 4–7 K in addition to the
presence of a field-cooling effect. These behaviors are explained in terms of disordered magnetism
caused by random strengths of inter-nano-graphite antiferromagnetic interactions mediated by p-con-
duction carriers.

PACS numbers: 71.24.+q, 75.30.Et, 75.50.Kj, 75.50.Lk

Nanosized particles, with sizes intermediate between
molecules and bulk solids, are intriguing due to their novel
electronic features depending on the sizes, shapes, surface
conditions, and charging effects. Recently, nanosized
graphite with open edges has been focused as the target
of studies in relation to fullerenes and carbon nano-
tubes with close shaped p-electron systems. For the
nanographite, Yoshizawa et al. [1] and Fujita et al. [2–4]
predict the existence of an edge state of nonbonding
p-orbital origin around the Fermi level. According to
their works, the edge shapes govern the electronic state
of the nanographite, with only zigzag edges giving rise
to the edge state. Hence, the presence of the edge state
is expected to give unique features to the electronic state
of a nanographite, different from polycyclic aromatic
hydrocarbons and bulk graphite which are present at the
two extremes of these p-electron systems. Meanwhile,
activated carbon fibers (ACFs) are known to be described
by a three-dimensional disorder network of nanographites
with a mean in-plane size of 30 Å [5–7]. Thus, they
are interesting model materials expected to show the
novel electronic state predicted by the theoretical studies.
Previous works [8,9] profile their novel electron transport
properties featured with Coulomb gap variable-range hop-
ping [10] of p electrons between the nanographites. The
heat treatment over 1300 ±C generates percolative carrier
conduction paths in the nanographite network, resulting
in the metallic conduction. The heat treatment affects the
magnetism of the ACFs as well, where the localized spins
observed in as-prepared ACFs are diminished rapidly by
heat treatment over 1300 ±C [9]. In general, the origin
of the spins in carbon materials has been assigned to
the s-dangling bonds of sp3 C—C bond [11], although
the details have not been clarified yet. Meanwhile,
recent theoretical studies indicate that the edge states
are localized on the zigzag edge-carbon atoms, and give
paramagnetism [4]. Hence, these predictions give a new
possibility for the origin of the spins in carbon materials.

In the present work, detailed behavior of magnetism in the
ACFs is investigated with special attention given to
the insulator-metal (I-M) threshold, in order to clarify
the electronic and magnetic features of the networked
nanographites and the nanographite itself.
Pitch-based ACFs having specific surface areas of

1500 m2 g21 (Osaka Gas Company, A15) were used as
samples. The susceptibility measurements were performed
with a SQUID magnetometer in the temperature range
of 2–380 K under the magnetic field up to 5.5 T after
the following sample setup. A bundle of 15 mg sample,
wadded in the center of a quartz tube with a closed end,
was vacuum sealed after the vacuum heat treatment at
the heat treatment temperature (HTT) of 800 ±C and at
1 3 1026 Torr for 1 h for removing adsorbed gases.
The susceptibility was measured with the sample (named
HTT800) kept in a vacuum tube in order to avoid gas
adsorption. After the measurements, the HTT800 sample
was re-heat-treated for 15 min at 900 ±C, and then the
measurements were performed again. Similar procedures
were taken successively up to 1500 ±C. Finally, heat
treatment at 1500 ±C for 1 h [HTT1500(1h)] was carried
out as the most intensive heat treatment in the series of
the experiments.
Figure 1(a) gives the temperature dependence of the

susceptibility x for HTT800-1500(1h) under H ! 1 T. A
possibility of the contamination of magnetic impurities can
be excluded because of the complete fidelity in the behav-
ior of x to the I-M transition around HTT 1100–1200 ±C
[9]. For the HTT # 1100 ±C samples (L-HTT ACFs), x
obeys the Curie-Weiss law in the whole temperature range
investigated, while x for the HTT $ 1200 ±C samples
(H-HTT ACFs) deviates from the Curie-Weiss law below
about 20 K and gives a cusp around 4–7 K. Moreover,
further heat treatment in the metallic region makes the
cusp depressed, in addition to a negative shift in x . In
the temperature range where x obeys the Curie-Weiss
law, a least square fit was performed based upon the
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FIG. 1. (a) Temperature dependence of the susceptibility x
underH ! 1 T for the ACFs vacuum heat treated up to 1500 ±C.
Detailed behavior at low temperatures is shown in the inset. (b)
Field cooling effects on x for HTT800 and HTT1100 under
H ! 1 T. The measurements were performed in heating runs
after the cooling processes down to 2 K with H ! 0 !±" and
1 T (≤).

assumption that the observed x is the sum of the

Curie-Weiss term C#!T 2 Q" and the temperature-inde-
pendent term x0, where C and Q are the Curie constant

and the Weiss temperature, respectively. Here, S ! 1#2
and g ! 2 are taken since the spins are associated

with carbon materials. The fitting results, along with

the spin density per 1 g of ACFs Ns, the number of

spins per nanographite n, Q, and x0, are shown in

Fig. 2, where n is estimated using the nanographite

in-plane size [9]. The heat treatment makes Ns de-

crease considerably from 4.2 3 1019 g21 (HTT800) to

0.39 3 1019 g21 [HTT1500(1h)]. The constant term x0
is negative and its absolute value is enhanced upon the

heat treatment from 20.73 3 1026 emu g21 (HTT800)

to 21.36 3 1026 emu g21 [HTT1500(1h)]. In contrast,

Q has similar negative values in the range of 22 to

23 K irrespective of HTT, proving the presence of

antiferromagnetic interactions. Figure 3(a) shows the

magnetization curves (M-H curves) at 2 K. The M-H
curves for the L-HTT ACFs show a Brillouin-curve type

saturating trend in the high magnetic field, indicating the

localized spin feature. In contrast, the magnetizations

for the H-HTT ACFs are almost proportional to the field

with the presence of a slight concavity [Fig. 3(b)]. This

FIG. 2. The spin density Ns !±" , the number of spins per
nano-graphite n (≤), the Weiss temperature Q (!), and the
temperature-independent susceptibility term x0 (") for all the
samples shown in Fig. 1(a). The data for HTT1500(1h) are
positioned at HTT ! 1600 ±C for clarity.

behavior cannot be explained with isolated localized spins,

but is reminiscent of the M-H curve in an antiferromag-

netic ordered state. Figure 1(b) shows the field-cooling

effect on x for HTT800 and HTT1100, prepared indepen-

dently of those used in the experiments in Figs. 1(a) and

3. The measurements were carried out under H ! 1 T in

heating runs after cooling processes from room tempera-

ture to 2K with fields of H ! 0 and 1 T. In HTT800,
x obeys the Curie-Weiss law without a field-cooling ef-

fect, while HTT1100 having a cusp shows a remarkable

difference below 15 K between the zero field and the field

coolings; that is, the field cooling enhances the cusp.

We first discuss the origin of the spins in the ACFs. The

spin density Ns is diminished greatly from 4.2 3 1019 to

0.39 3 1019 g21 by the heat treatment up to 1500 ±C. In
contrast, the number of spins per nanographite n shows

a more moderate decrease from 1 to 0.5 because of the

FIG. 3. (a) Magnetization curves at 2 K for all the samples
shown in Fig. 1(a). The contribution of x0 has been subtracted.
(b) Detailed magnetization curves at 2 K for HTT1200. The
solid line shows a linear line for the least square fit below 1 T.
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Shibayama et al.
Phys. Rev. Lett. 84, 1744 (2000)

Grinding up the graphite fibers
gives rise to magnetic mo-
ment and thus Curie-like spin
susceptibility.

With heat treatment, the bro-
ken edges glue back. Due to the
suppression of open edges, the
spin susceptibility becomes dia-
magnetic again.
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Induced Magnetic Ordering by Proton Irradiation in Graphite

P. Esquinazi,* D. Spemann, R. Höhne, A. Setzer, K.-H. Han, and T. Butz
Institut für Experimentelle Physik II, Universität Leipzig, Linnéstrasse 5, D-04103 Leipzig, Germany

(Received 1 July 2003; published 24 November 2003)

We provide evidence that proton irradiation of energy 2.25 MeVon highly oriented pyrolytic graphite
samples triggers ferro- or ferrimagnetism. Measurements performed with a superconducting quantum
interferometer device and magnetic force microscopy reveal that the magnetic ordering is stable at room
temperature.

DOI: 10.1103/PhysRevLett.91.227201 PACS numbers: 75.50.Pp, 78.70.–g

The search for macroscopic magnetic ordering phe-
nomena in organic materials has been pushed to the
frontiers of physics, chemistry, and materials science
since the discovery of ferromagnetism in the open-shell
radical p-nitrophenylnitronyl nitroxide (p-NPNN) [1]
and in tetrakis(dimethylamino)ethylene !TDAE"#C60
charge-transfer salt [2] with Curie temperatures Tc $
0:6 and 16 K, respectively. Although a remarkable
amount of studies have been performed in the last years
building molecules with unpaired ! electrons [3], the
scientific community did not become aware of the pos-
sible existence of a room-temperature metal-free organic
ferromagnet till the accidental ‘‘discovery’’ of ferromag-
netism in polymerized fullerenes was reported [4,5]. The
study of the magnetic properties of polymerized fuller-
enes was triggered by the previously reported weak fer-
romagneticlike magnetization loops in highly oriented
pyrolytic graphite (HOPG) [6] that indicate the existence
of magnetic ordering with Tc much above room tempera-
ture [7]. The origin for the reported ferro- or ferrimag-
netism in polymerized C60 as well as in HOPG remains
unclear. The contribution of ferromagnetic impurities,
like iron, has been thoroughly investigated [7,8] and it
is something one should carefully take into account,
especially when the ferromagnetic signal under study is
small. Ferromagnetism in a graphite nodule from a mete-
orite with Tc ’ 570 K has been recently suggested to be
due to a large magnetic proximity effect at the interface
with magnetite or kamacite inclusions [9]. As in Ref. [9]
most of the magnetism specialists doubt that a room-
temperature magnet can exist in a material with only s
and p electrons. Clear evidence for its existence and
reproducibility as well as the report of a relatively easy
method to produce it is of fundamental interest for a broad
spectrum of natural sciences.

Early reports on room-temperature ferromagnetic be-
havior in some carbon-based structures were apparently
not taken seriously by the scientific community, partially
due to the weakness of the ferromagnetic signals added to
the unknown contribution of magnetic impurities and low
reproducibility [10]. From those early works our attention
was focused to the magnetic properties found in amor-
phouslike carbon prepared from different hydrogen-rich

starting materials where an increase of the saturation
magnetization with the hydrogen concentration in the
starting material was found [11]. The origin for the mag-
netic ordering has been related to the mixture of carbon
atoms with sp2 and sp3 bonds, which was predicted to
reach a magnetization higher than in pure Fe [12]. Hy-
drogen, on the other hand, was assumed to have a role
only in the formation of the amorphous-carbon structure
[11]. New theoretical predictions, however, show that
hydrogenated graphite can display spontaneous magneti-
zation coming from different numbers of mono- and
dihydrogenated carbon atoms [13]. Spontaneous magne-
tization may also appear in the case of monohydrogen-
ated zigzag edges [14] if the distance between them is
large or if they are not in parallel. We show in this Letter
that implanted protons in HOPG triggers ferromagnetic
(or ferrimagnetic) ordering with a Curie temperature
above room temperature.

Two HOPG (ZYA grade) samples from the Advanced
Ceramics Co. with a content of magnetic metallic impu-
rities below 1 ppm [7] were irradiated with a 2.25 MeV
proton microbeam. The samples’ dimension was 2% 2%
0:1 mm3. Before irradiation they were glued with varnish
on a high-purity Si substrate and the magnetic moment of
the whole ensemble as well as of the Si substrate alone
were measured. Because of the small sample mass the
contribution of the HOPG virgin sample ferromagnetic
signal (saturation magnetization Ms & 3% 10'4 emu=g
at temperatures T ( 300 K [7]) is overwhelmed by the
diamagnetic signal of the Si substrate for fields applied
parallel to the graphene layers. Rutherford backscattering
spectroscopy (RBS) and particle induced x-ray emission
(PIXE) spectra were recorded simultaneously with the
irradiation allowing us to check the purity of the sample
at the different irradiation stages. Assuming that all the
measured Fe impurities (<0:3 "g Fe per gram graphite)
in our samples behave as bulk ferromagnetic material, a
rather unrealistic assumption, their maximum contribu-
tion to the magnetic moment in our samples would be m<
6:1% 10'8 emu. We note that the Fe concentration mea-
sured by RBS and PIXE is located at a similar layer
as the implanted protons. The irradiated and nonirradi-
ated areas were further characterized by atomic force
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Figure 2(a) shows the magnetic moment of sample 2
before and after irradiation of the three spots (the back-
ground signal was subtracted).We see a clear development
of the ferromagnetic signal after irradiation. The satura-
tion magnetic moment is slightly smaller than the one we
would expect assuming a linear relation between satura-
tion moment ms and total implanted charge Ct, namely,
!"3=4# $ 5$ 10%6 & 3:8$ 10%6 emu. This value is
10% larger than the measured value ms ’ 3:5$
10%6 emu. Although the number of points is too small
to provide with certainty the relationship between ms and
Ct, our results indicate a relation of the type ms /

!!!!!

Ct
p

;
see Fig. 2(b). It is interesting to note that after the No. 4
irradiation the magnetic moment of sample 1 decreases
[see Fig. 1(a)] indicating that there might be a competition
between the produced disorder and the implanted charge,
which determines the total magnetic ordering.

Hysteresis loops were measured at 5, 300, and 380 K. In
this temperature range there is no significant change of
the ferromagnetic loops with temperature. This result is

similar to that obtained for the ‘‘intrinsic’’ ferromagne-
ticlike loops of graphite in Ref. [7], and indicates a Curie
temperature much above 400 K, which is of importance
for future applications.

The MFM pictures obtained at the irradiated areas
show homogeneously distributed magnetic domains, as
depicted in Fig. 3. The periodicity and/or the width of the
domains depends on the irradiation dose, ranging from
4 !m in the second irradiated stage area to about 2 !m at
the area of the third stage. A weak domain structure is
recognized at the area of stage No. 1; see Fig. 3. We stress
that the magnetic signal is not correlated to the topogra-
phy in any irradiation stage. For comparison, in Fig. 3 we
show a topography and magnetic line scans obtained
normal to the magnetic domain structure at stage No. 2.
The MFM pictures shown in Fig. 3 were obtained at a
distance of 50 nm between tip and surface. Because of
the small coercive field of the magnetic surface and the
influence of the magnetic tip we have observed that the
magnetic domain distribution depends on the distance
between tip and surface. Theoretically, the phase shift
!" measured by MFM should be proportional to the
magnetic force gradient, which should depend on the
distance between the tip apex and sample surface h as
"h' ##%5, being # the distance between the tip apex and
the effective position of the magnetic moment in the tip.
Measuring !" as a function of h we estimate #! "900(
100# nm. With this value we estimate the maximum mag-
netic moment observed by the tip m! 3$ 10%15 Am2 at
the area of largest magnetic moment (stages No. 3 and
No. 4). We note that measurements on different magnetic
samples indicate that # depends on the magnetic proper-
ties of the measured surface and therefore the calculated
magnetic moment from MFM data should be taken as a
rough estimate only [17]. Assuming that the magnetic
moment measured by MFM corresponds to a region of
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FIG. 2. (a) Magnetic moment (in units of 10%6 emu) mea-
sured at T & 300 K as a function of the magnetic field as in
Fig. 1(b), for sample 2 before (!) and after (") proton
irradiation. (b) Measured saturation magnetic moment as a
function of the total irradiated charge Ct for sample 1 (")
and for sample 2 (!). The dashed line is the function ms &
0:22)10%6 emu=!C0:5*C0:5

t .

FIG. 3. Top: Phase gradient pictures obtained at room tem-
perature from MFM at three surfaces of sample 1 correspond-
ing to the irradiation stages No. 1, No. 2, and No. 3; see sketch
at the bottom left of the figure. Bottom right: Topography and
phase gradient line scans of the middle MFM picture obtained
at stage No. 2.

P H Y S I C A L R E V I E W L E T T E R S week ending
28 NOVEMBER 2003VOLUME 91, NUMBER 22

227201-3 227201-3

Figure 2(a) shows the magnetic moment of sample 2
before and after irradiation of the three spots (the back-
ground signal was subtracted).We see a clear development
of the ferromagnetic signal after irradiation. The satura-
tion magnetic moment is slightly smaller than the one we
would expect assuming a linear relation between satura-
tion moment ms and total implanted charge Ct, namely,
!"3=4# $ 5$ 10%6 & 3:8$ 10%6 emu. This value is
10% larger than the measured value ms ’ 3:5$
10%6 emu. Although the number of points is too small
to provide with certainty the relationship between ms and
Ct, our results indicate a relation of the type ms /

!!!!!

Ct
p

;
see Fig. 2(b). It is interesting to note that after the No. 4
irradiation the magnetic moment of sample 1 decreases
[see Fig. 1(a)] indicating that there might be a competition
between the produced disorder and the implanted charge,
which determines the total magnetic ordering.

Hysteresis loops were measured at 5, 300, and 380 K. In
this temperature range there is no significant change of
the ferromagnetic loops with temperature. This result is

similar to that obtained for the ‘‘intrinsic’’ ferromagne-
ticlike loops of graphite in Ref. [7], and indicates a Curie
temperature much above 400 K, which is of importance
for future applications.

The MFM pictures obtained at the irradiated areas
show homogeneously distributed magnetic domains, as
depicted in Fig. 3. The periodicity and/or the width of the
domains depends on the irradiation dose, ranging from
4 !m in the second irradiated stage area to about 2 !m at
the area of the third stage. A weak domain structure is
recognized at the area of stage No. 1; see Fig. 3. We stress
that the magnetic signal is not correlated to the topogra-
phy in any irradiation stage. For comparison, in Fig. 3 we
show a topography and magnetic line scans obtained
normal to the magnetic domain structure at stage No. 2.
The MFM pictures shown in Fig. 3 were obtained at a
distance of 50 nm between tip and surface. Because of
the small coercive field of the magnetic surface and the
influence of the magnetic tip we have observed that the
magnetic domain distribution depends on the distance
between tip and surface. Theoretically, the phase shift
!" measured by MFM should be proportional to the
magnetic force gradient, which should depend on the
distance between the tip apex and sample surface h as
"h' ##%5, being # the distance between the tip apex and
the effective position of the magnetic moment in the tip.
Measuring !" as a function of h we estimate #! "900(
100# nm. With this value we estimate the maximum mag-
netic moment observed by the tip m! 3$ 10%15 Am2 at
the area of largest magnetic moment (stages No. 3 and
No. 4). We note that measurements on different magnetic
samples indicate that # depends on the magnetic proper-
ties of the measured surface and therefore the calculated
magnetic moment from MFM data should be taken as a
rough estimate only [17]. Assuming that the magnetic
moment measured by MFM corresponds to a region of
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FIG. 2. (a) Magnetic moment (in units of 10%6 emu) mea-
sured at T & 300 K as a function of the magnetic field as in
Fig. 1(b), for sample 2 before (!) and after (") proton
irradiation. (b) Measured saturation magnetic moment as a
function of the total irradiated charge Ct for sample 1 (")
and for sample 2 (!). The dashed line is the function ms &
0:22)10%6 emu=!C0:5*C0:5

t .

FIG. 3. Top: Phase gradient pictures obtained at room tem-
perature from MFM at three surfaces of sample 1 correspond-
ing to the irradiation stages No. 1, No. 2, and No. 3; see sketch
at the bottom left of the figure. Bottom right: Topography and
phase gradient line scans of the middle MFM picture obtained
at stage No. 2.
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Magnetic moments show up in highly oriented polycrystalline
graphite (HOPG) after proton bombardment. The magnitude of
the moment is roughly proportional to the irradiation time.
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Hold a magnet up to a piece of graphite or a
diamond and not much happens. But re-
searchers from Greece and Australia reported
here last week that they’ve created a spongy,
ultralightweight form of carbon that for a
few brief hours is strongly magnetic. If they
can make the magnetism stick around, the
material could prove useful in everything
from medical imaging and cancer therapy to
exotic electronic circuitry based on the

magnetic behavior of electrons rather than
their charge.

“It’s a very intriguing material,” says Mil-
dred Dresselhaus, a physicist at the Massa-
chusetts Institute of Technology in Cam-
bridge. David Tomanek, a physicist at
Michigan State University in East Lansing
who collaborated with the Greek and Aus-
tralian team on the magnetic theory of the
nanofoam, adds that the work underscores
how nanotechnology can change long-held
understandings of which materials can be
magnetic. “It shows that we need to revisit
the magnetic prejudice of the periodic table,”
Tomanek says.

The new form of carbon was discovered
5 years ago by a group led by physicist An-
drei Rode of the Australian National Univer-
sity in Canberra. Looking for a new way to
synthesize straw-shaped carbon molecules
called nanotubes, Rode and colleagues fired
a high-power, fast-pulsed laser at amorphous
carbon in a chamber filled with argon gas.

Instead of nanotubes, they got a frothy sur-
prise: a material made up of nanosized car-
bon clusters connected in a weblike foam.
After spotting hints of magnetic behavior,
Rode teamed up with magnetic specialists
led by John Giapintzakis of the University of
Crete in Greece to study the foam in depth.

Giapintzakis’s group confirmed that the
carbon foam is initially ferromagnetic. Such
materials, which are commonly used for

items such as refrig-
erator magnets, are
easily magnetized by
even a weak magnet-
ic field and often re-
tain that magnetiza-
tion after the field is
removed. Other com-
mon forms of carbon,
such as graphite and
diamond, by contrast,
naturally oppose a
magnetic field. The
carbon foam’s ferro-
magnetic behavior
disappears after a few
hours at room tem-
perature but lasts
much longer at ultra-
low temperatures.

Earlier “discover-
ies” of magnetic car-
bon by other groups

fizzled after magnetic impurities in the sam-
ple were found to be the culprit. But Gia-
pintzakis says extensive tests on the
nanofoam show that impurities could ac-
count for at most 20% of the magnetism
present. “We are sure we do not have an im-
purity effect,” he says. Bolstering the case,
Giapintzakis adds, the team has found that
other normally nonmagnetic materials such
as boron nitride show similar properties
when subjected to the same laser treatment.

Giapintzakis and Tomanek say modeling
studies suggest that carbon atoms turn mag-
netic when they cool out of the superhot
plasma generated by the laser and condense
into tiny four-armed cagelike structures that
resemble hollowed-out nanoscale versions of
a child’s toy jacks. Where the arms meet,
several carbon atoms are forced to bind to
just three neighbors rather than the usual
four, leaving them with free electrons that
are magnetically active, Tomanek says. Over
time, the structures likely break down, re-

ducing the material’s ferromagnetism.
The new carbon nanofoam is also a semi-

conductor. That means it has the potential to
manipulate both an electron’s charge and its
spin, a property related to its magnetic be-
havior. That ability could make it and similar
materials attractive building blocks for pro-
posed spintronic devices, which compute by
manipulating electron spins.

–ROBERT F. SERVICE

Researchers are working to supplant tradi-
tional computer chip technology, which
relies on the charge of electrons, with de-
vices that exploit a more ephemeral prop-
erty of electrons: their spin. Such “spin-
tronic” systems promise to operate at
blinding speeds and low power, and they
may even work the moment they’re turned
on. Numerous teams have used lasers to
create and manipulate spins. But laser-
based systems are impractical for standard
computing technology, and groups around
the globe have struggled to create and ma-
nipulate spins using purely electronic sys-
tems. Now, in a pair of reports—one at the
APS meeting and another posted on the
arXiv preprint server (www.arxiv.com)—a
team of California-based researchers an-
nounces significant progress in that effort.

At the meeting, Jason Stephens, a gradu-
ate student in physicist David Awschalom’s
group at the University of California, Santa
Barbara, reported creating spins by sending
an electrical current from a semiconductor
toward a thin ferromagnetic layer. Mean-
while, in the online paper, Awschalom’s
group reports similar effects simply by engi-
neering the atomic lattices of semiconduc-
tors to contain strain, a standard industrial
technique. Daniel Loss, a spintronics expert
at the University of Basel in Switzerland,
calls both of the new observations “very in-
teresting.” Together they hold the promise of
creating all-electronic systems for creating
and manipulating spins. “They could open
the door, definitely,” to new progress in the
area, Loss says.

The first success was a lucky accident:
Stephens was preparing to test a new way
to create spins optically when he found he

Carbon Foam Reveals a Fleeting
Magnetic Personality

MONTREAL,CANADA—More than 6000 physicists
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Hold a magnet up to a piece of graphite or a
diamond and not much happens. But re-
searchers from Greece and Australia reported
here last week that they’ve created a spongy,
ultralightweight form of carbon that for a
few brief hours is strongly magnetic. If they
can make the magnetism stick around, the
material could prove useful in everything
from medical imaging and cancer therapy to
exotic electronic circuitry based on the

magnetic behavior of electrons rather than
their charge.

“It’s a very intriguing material,” says Mil-
dred Dresselhaus, a physicist at the Massa-
chusetts Institute of Technology in Cam-
bridge. David Tomanek, a physicist at
Michigan State University in East Lansing
who collaborated with the Greek and Aus-
tralian team on the magnetic theory of the
nanofoam, adds that the work underscores
how nanotechnology can change long-held
understandings of which materials can be
magnetic. “It shows that we need to revisit
the magnetic prejudice of the periodic table,”
Tomanek says.

The new form of carbon was discovered
5 years ago by a group led by physicist An-
drei Rode of the Australian National Univer-
sity in Canberra. Looking for a new way to
synthesize straw-shaped carbon molecules
called nanotubes, Rode and colleagues fired
a high-power, fast-pulsed laser at amorphous
carbon in a chamber filled with argon gas.

Instead of nanotubes, they got a frothy sur-
prise: a material made up of nanosized car-
bon clusters connected in a weblike foam.
After spotting hints of magnetic behavior,
Rode teamed up with magnetic specialists
led by John Giapintzakis of the University of
Crete in Greece to study the foam in depth.

Giapintzakis’s group confirmed that the
carbon foam is initially ferromagnetic. Such
materials, which are commonly used for

items such as refrig-
erator magnets, are
easily magnetized by
even a weak magnet-
ic field and often re-
tain that magnetiza-
tion after the field is
removed. Other com-
mon forms of carbon,
such as graphite and
diamond, by contrast,
naturally oppose a
magnetic field. The
carbon foam’s ferro-
magnetic behavior
disappears after a few
hours at room tem-
perature but lasts
much longer at ultra-
low temperatures.

Earlier “discover-
ies” of magnetic car-
bon by other groups

fizzled after magnetic impurities in the sam-
ple were found to be the culprit. But Gia-
pintzakis says extensive tests on the
nanofoam show that impurities could ac-
count for at most 20% of the magnetism
present. “We are sure we do not have an im-
purity effect,” he says. Bolstering the case,
Giapintzakis adds, the team has found that
other normally nonmagnetic materials such
as boron nitride show similar properties
when subjected to the same laser treatment.

Giapintzakis and Tomanek say modeling
studies suggest that carbon atoms turn mag-
netic when they cool out of the superhot
plasma generated by the laser and condense
into tiny four-armed cagelike structures that
resemble hollowed-out nanoscale versions of
a child’s toy jacks. Where the arms meet,
several carbon atoms are forced to bind to
just three neighbors rather than the usual
four, leaving them with free electrons that
are magnetically active, Tomanek says. Over
time, the structures likely break down, re-

ducing the material’s ferromagnetism.
The new carbon nanofoam is also a semi-

conductor. That means it has the potential to
manipulate both an electron’s charge and its
spin, a property related to its magnetic be-
havior. That ability could make it and similar
materials attractive building blocks for pro-
posed spintronic devices, which compute by
manipulating electron spins.

–ROBERT F. SERVICE

Researchers are working to supplant tradi-
tional computer chip technology, which
relies on the charge of electrons, with de-
vices that exploit a more ephemeral prop-
erty of electrons: their spin. Such “spin-
tronic” systems promise to operate at
blinding speeds and low power, and they
may even work the moment they’re turned
on. Numerous teams have used lasers to
create and manipulate spins. But laser-
based systems are impractical for standard
computing technology, and groups around
the globe have struggled to create and ma-
nipulate spins using purely electronic sys-
tems. Now, in a pair of reports—one at the
APS meeting and another posted on the
arXiv preprint server (www.arxiv.com)—a
team of California-based researchers an-
nounces significant progress in that effort.

At the meeting, Jason Stephens, a gradu-
ate student in physicist David Awschalom’s
group at the University of California, Santa
Barbara, reported creating spins by sending
an electrical current from a semiconductor
toward a thin ferromagnetic layer. Mean-
while, in the online paper, Awschalom’s
group reports similar effects simply by engi-
neering the atomic lattices of semiconduc-
tors to contain strain, a standard industrial
technique. Daniel Loss, a spintronics expert
at the University of Basel in Switzerland,
calls both of the new observations “very in-
teresting.” Together they hold the promise of
creating all-electronic systems for creating
and manipulating spins. “They could open
the door, definitely,” to new progress in the
area, Loss says.

The first success was a lucky accident:
Stephens was preparing to test a new way
to create spins optically when he found he
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Hold a magnet up to a piece of graphite or a
diamond and not much happens. But re-
searchers from Greece and Australia reported
here last week that they’ve created a spongy,
ultralightweight form of carbon that for a
few brief hours is strongly magnetic. If they
can make the magnetism stick around, the
material could prove useful in everything
from medical imaging and cancer therapy to
exotic electronic circuitry based on the

magnetic behavior of electrons rather than
their charge.

“It’s a very intriguing material,” says Mil-
dred Dresselhaus, a physicist at the Massa-
chusetts Institute of Technology in Cam-
bridge. David Tomanek, a physicist at
Michigan State University in East Lansing
who collaborated with the Greek and Aus-
tralian team on the magnetic theory of the
nanofoam, adds that the work underscores
how nanotechnology can change long-held
understandings of which materials can be
magnetic. “It shows that we need to revisit
the magnetic prejudice of the periodic table,”
Tomanek says.

The new form of carbon was discovered
5 years ago by a group led by physicist An-
drei Rode of the Australian National Univer-
sity in Canberra. Looking for a new way to
synthesize straw-shaped carbon molecules
called nanotubes, Rode and colleagues fired
a high-power, fast-pulsed laser at amorphous
carbon in a chamber filled with argon gas.

Instead of nanotubes, they got a frothy sur-
prise: a material made up of nanosized car-
bon clusters connected in a weblike foam.
After spotting hints of magnetic behavior,
Rode teamed up with magnetic specialists
led by John Giapintzakis of the University of
Crete in Greece to study the foam in depth.

Giapintzakis’s group confirmed that the
carbon foam is initially ferromagnetic. Such
materials, which are commonly used for

items such as refrig-
erator magnets, are
easily magnetized by
even a weak magnet-
ic field and often re-
tain that magnetiza-
tion after the field is
removed. Other com-
mon forms of carbon,
such as graphite and
diamond, by contrast,
naturally oppose a
magnetic field. The
carbon foam’s ferro-
magnetic behavior
disappears after a few
hours at room tem-
perature but lasts
much longer at ultra-
low temperatures.

Earlier “discover-
ies” of magnetic car-
bon by other groups

fizzled after magnetic impurities in the sam-
ple were found to be the culprit. But Gia-
pintzakis says extensive tests on the
nanofoam show that impurities could ac-
count for at most 20% of the magnetism
present. “We are sure we do not have an im-
purity effect,” he says. Bolstering the case,
Giapintzakis adds, the team has found that
other normally nonmagnetic materials such
as boron nitride show similar properties
when subjected to the same laser treatment.

Giapintzakis and Tomanek say modeling
studies suggest that carbon atoms turn mag-
netic when they cool out of the superhot
plasma generated by the laser and condense
into tiny four-armed cagelike structures that
resemble hollowed-out nanoscale versions of
a child’s toy jacks. Where the arms meet,
several carbon atoms are forced to bind to
just three neighbors rather than the usual
four, leaving them with free electrons that
are magnetically active, Tomanek says. Over
time, the structures likely break down, re-

ducing the material’s ferromagnetism.
The new carbon nanofoam is also a semi-

conductor. That means it has the potential to
manipulate both an electron’s charge and its
spin, a property related to its magnetic be-
havior. That ability could make it and similar
materials attractive building blocks for pro-
posed spintronic devices, which compute by
manipulating electron spins.

–ROBERT F. SERVICE

Researchers are working to supplant tradi-
tional computer chip technology, which
relies on the charge of electrons, with de-
vices that exploit a more ephemeral prop-
erty of electrons: their spin. Such “spin-
tronic” systems promise to operate at
blinding speeds and low power, and they
may even work the moment they’re turned
on. Numerous teams have used lasers to
create and manipulate spins. But laser-
based systems are impractical for standard
computing technology, and groups around
the globe have struggled to create and ma-
nipulate spins using purely electronic sys-
tems. Now, in a pair of reports—one at the
APS meeting and another posted on the
arXiv preprint server (www.arxiv.com)—a
team of California-based researchers an-
nounces significant progress in that effort.

At the meeting, Jason Stephens, a gradu-
ate student in physicist David Awschalom’s
group at the University of California, Santa
Barbara, reported creating spins by sending
an electrical current from a semiconductor
toward a thin ferromagnetic layer. Mean-
while, in the online paper, Awschalom’s
group reports similar effects simply by engi-
neering the atomic lattices of semiconduc-
tors to contain strain, a standard industrial
technique. Daniel Loss, a spintronics expert
at the University of Basel in Switzerland,
calls both of the new observations “very in-
teresting.” Together they hold the promise of
creating all-electronic systems for creating
and manipulating spins. “They could open
the door, definitely,” to new progress in the
area, Loss says.
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Stephens was preparing to test a new way
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But Giapintzakis says extensive tests
on the nanofoam show that impurities
could account for at most 20% of the
magnetism present. “We are sure we
do not have an impurity effect,” he says.

Bolstering the case, Giapintzakis adds,
the team has found that other normally
nonmagnetic materials such as boron
nitride show similar properties when
subjected to the same laser treatment.



graphene nanoribbon

11

electric field

Using electric field to manipulate the magnetic 
properties in zigzag graphene nanoribbon.

Louie’s group
Nature 444, 347 (2006)
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• Electron-electron interaction can be 
important in graphene and related 
materials.

• The presence of open boundaries seems 
to enhance the magnetic instability and 
gives rise to ferromagnetic moments.

• How to quantify the moment then?

some observations...



Stage I:
Lieb’s Theorem
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Hubbard model
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b

a

a

To describe the electronic correlations in semi-infinite 
carbon nanotube, we start with the Hubbard model.

The Hubbard Hamiltonian contains two parts:
hopping and on-site interaction,

H = −t
∑

〈x,y〉

[c†xσcyσ + c†yσcxσ]

+ U
∑

x

(nx↑ −
1
2
)(nx↓ −

1
2
),

where t is the hopping amplitude between two
sublattices and U > 0 is the on-site repulsive
interaction.



Lieb’s theorem
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Lieb showed that the ground state is unique 
up to the (2S+1)-fold degeneracy from the 
non-zero spin S.

For the repulsive Hubbard 
model on bipartite lattice, 
there exists particle-hole 
symmetry at half filling.

E. H. Lieb
Phys. Rev. Lett. 62, 1201 (1989)



finding S...
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weak coupling

2S = NA −NB

Since the previous conclusion is independent of 
the strength of interaction U and the hopping t, 
Lieb’s obtained the ground-state spin S from the 
Heisenberg model in strong coupling

strong coupling

E. H. Lieb
Phys. Rev. Lett. 62, 1201 (1989)



ambiguity arises?
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2S = n 2S = 0

2S = 2

The counting is OK 
for finite bipartite 
lattices but becomes 
ambiguous when the 
lattice sites become 
infinite...



Stage II:
Weak Coupling Analysis

18



weak coupling

19

strong coupling

weak
 

coupl
ing

Due to the lattice charge anomaly, we cannot 
determine the spin of the ground state. Thus, 
let’s try the opposite weak-coupling limit.

For simplicity, let me start with the 
semiconducting nanotubes.



Dirac Hamiltonian
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Ignore the on-site interaction momen-
tarily, the Schrödinger equation for the
hopping part can be casted into the
SUSY form
(

0 Q
Q† 0

) (
ϕA

ϕB

)
= E

(
ϕA

ϕB

)
,

where ϕA/B is the wave fucntion on sub-
lattice A/B and Q,Q† are the super-
charge operators.

b

a

a

Huang, Wu and Mou
Phys. Rev. B 70, 205408 (2004)



nodal structure
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local density 
of states

Note that the wave functions have nodal structure 
since they are SUSY ground states.

E=0

E=0

E=0

E=0

Ψ− =
(

ϕA

0

)

Q†ϕA = 0

Ψ+ =
(

0
ϕB

)

QϕB = 0



projection onto the edge

22

In weak coupling, we can integrate out the bulk states and derive
the effective theory by projecting onto the edge states. The
ground state wave function takes the general form,

Ψ(x1α1, ..., xNeαNe) =
∑

ia

∑

βa

A(i1β1, ..., iNeβNe)

×Φi1β1(x1,α1)...ΦiNe βNe
(xNe ,αNe),

where the summations carry over all possible edge configurations.
Since all edge states are pinned at zero energy, the hopping Hamil-
tonian after projection vanishes. Only the interaction survives,

He = U
∑

x

Pe[nx↑nx↓]Pe ≥ 0.



fully polarized edge
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A(i1β1, ..., iNeβNe) = εi1...iNe
δβ1↑...δβNe↑

While the general form looks messy, the actual 
solution of the ground-state wave function turns 
out to be rather simple.

Since the spatial part is fully antisymmetric, the 
particles never meet each other on the same 
spot and achieve the minimal energy zero.



Stage III:
Counting Edge States

24



generalized Bloch theorem
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b

a

a In the presence of open boundary, the
displacement operator is no longer
unitary DD† != D†D. Thus, the Bloch
theorem needs some modification,

Ψ+(n) =
N<∑

i=1

ci Φi zn
i ,

where Φi are (nx + ny)-dimensional
eigenvectors and N< is the number of
decaying modes with |zi| < 1. The
coefficients ci must satisfy the ny con-
straints due to the open boundary.

Pereg-Barnea and Lin
Europhys. Lett. 69, 791 (2005)



solving for z
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Making use of the generalized Bloch theorem, the problem is re-
duced to the search for the null space of the (nx+ny)-dimensional
supercharge,

Q(z)Φ = 0 → det Q(z) = 0.

In general, the determinant would give (nx + ny)! terms of the
polynomials of z. However, by appropriate choice of the unit cell,
the determinant is greatly simplified.

(
z − 1

)nx
(

1
z
− 1

)ny

= 1



zigzag dots
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C=(10,0)

Taking (10,0) zigzag carbon 
nanotube as an example, 
there are ten solutions in 
the complex plane. Only 
three of them are decaying 
modes with |z|<1.

0.5 1 1.5 2

!1

!0.5

0.5

1



other family members
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0.5 1 1.5 2

!1

!0.5
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1

0.5 1 1.5 2
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!0.5

0.5

1

C=(15,0) C=(19,0)

In fact, for nanotubes with parallel chiral vectors, 
the solutions fall onto the universal contour in 
the complex plane.



zigzag family contour
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0.5 1 1.5 2

!1

!0.5

0.5

1

The contour in the complex plane for the 
zigzag family with C=(nx,0).

M = µB

[
nx + 1

3

]

|z − 1| = 1



eye-ball contours
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0.5 1 1.5 2 2.5

!1

!0.5

0.5

1

zigzag

armchair

Contours in the complex z-plane for nanotubes 
with different chiralities (from zigzag to armchair).



metallic nanotube
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0.5 1 1.5 2
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!0.5
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C=(15,0)

1D Dirac fermion

1D Dirac fermion

For (15,0)-zigzag nanotube, 
we have four edge states 
coupled to two conducting 
channels. The effective 
theory in the spin sector is 
similar to the Kondo model.

J>0J<0



quantized moments
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Making it Realistic...
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first-principles approach
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• Hopping in tight-binding limit may not 
be sufficient.

• Coublomb interaction is likely not 
screened and remained long-ranged.

• It’s a generalized mean-field theory...

Can the beautiful quantization of magnetic moment 
be an artifact of Hubbard model? What happens in a 
more realistic carbon nanotube?



Weiss mean-field theory

35

Ferro

Para

Tc

M

T

In Weiss mean-field theory, the magnetization is 
determined by some self-consistent equation and 
often changes continuously with temperature and 
other parameters.

M = F (M,T )



mean-field expectation
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magnetization profile
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abc

def

C=(10,0)

• LSDA calculations show 
that the ground state is 
ferromagnetic.

• Moments are localized 
near the edge.

• Nodal structure of the 
density profile is robust.



metallic nanotube
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a
b

c

d
e

f

C=(9,0)

The conclusions remain the same except 
the magnetization extends further into the 
bulk as expected.



surprise!
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Conclusions
• Magnetic moments spotted at 

the edge of generic single-wall 
carbon nanotubes.

• The moments are quantized and 
topologically robust.

• Time to rethink the physics in 
graphene related materials due to 
electronic correlations.

40



topological nanomagnet
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abc

def

We found the ground state of the semi-
infinite carbon nanotube has quan-
tized magnetic moment,

M = µB

[
nx − ny + 1

3

]
,

which is dictated by the chiral vector
but does not depends on the hopping
amplitude and the interaction strength!



Backup Slides
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building qubits...
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• Blue gates define the 
quantum dots and give 
rise to bound states.

• Carriers in the bound 
states act as qubits.

• Red gates control the 
exchange interaction 
between the qubits. Burkard’s group

Nature Phys. 3, 192 (2007)



flat-band ferromagnetism
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However, at nanoscale, edge topology and 
electronic correlations are important. 

•Flat band comes from 
quantum caging effect!

•Ferromagnetic ground 
state arises from mutual 
interactions between 
electrons.



Lieb’s theorem
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For attractive on-site interaction U<0, 
the ground state is unique with S=0.

Let us detour a bit and consider the attractive Hubbarde model.
The hopping part is the same but the interaction changes sign,

H = −t
∑

〈x,y〉

[c†xσcyσ + c†yσcxσ]−|U |
∑

x

(nx↑ −
1
2
)(nx↓ −

1
2
).

Making use of the spin-reflection positivity from the on-site inter-
action, Lieb proved several interesting and important theorems.
One of them reads: E. H. Lieb

Phys. Rev. Lett. 62, 1201 (1989)



particle-hole symmetry
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Now coming back to the repulsive Hubbard model. At half filling
〈n〉 = 1, the model is particle-hole symmetric. Since all states
with different S all have one representative in Stot

z = 0 subspace,
it is sufficient to consider states with N↑ = N↓ = Ns/2.

Perform the particle-hole transformation in the spin-up sector
while leaving the spin-down intact, cx↑ → ε(x)c†x↑, where ε(x) = 1
for sublattice A and ε(x) = −1 for sublattice B. Since the density
operator transforms as nx↑ → 1− nx↑,

U(nx↑ −
1
2
)(nx↓ −

1
2
) → −U(nx↑ −

1
2
)(nx↓ −

1
2
)

the repulsive interaction is mapped to the attractive one.



unique ground state
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Therefore, Lieb’s theorem also shows that the 
ground state of the repulsive Hubbard model at 
half filling is also unique except the total spin S is 
left to be determined.

The particle-hole symmetry is crucially important to establish the
link. After the transformation, the pseudo-spin operator is τ tot

z =
1
2 (Ns −N↑ −N↓) = 0. Once the particle-symmetry is broken, the
mapping generates a finite magnetic field and the ground state is
no longer a pseudo-spin singlet τ tot = 0.



lattice charge anomaly

48

This ambiguity is similar to the chiral anomaly we encounter
in quantum field theory. Suppose we define the lattice charges
qA(x), qB(x) in the following way, qA(x) = δx,A and qB(x) = δx,B .
The Lieb theorem simply states that the total spin is

2S =
∑

x

qA(x)−
∑

x

qB(x).

Since the summation diverges, one needs to regulate the summa-
tions to obtain finite value. After regularization, the difference
between the total lattice charge is

2S =
nx − ny

3
.

We know this cannot be the right answer since it is not an integer
for semiconducting carbon nanotubes.



gapped spectrum
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!

ground state

  hole-like
excitations

particle-like
excitations

HD = (ψ†
+ ψ†

−)
(

0 p + i∆
p− i∆ 0

) (
ψ+

ψ−

)

Consider the simple Dirac Hamil-
tonian with interactions coupling
the fields with opposite chiralities.
The spectrum E(k) =

√
k2 + ∆2 is

known to have a finite gap ∆ to all
excitations.



midgap states
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However, the Schrödinger equation allows midgap states with dis-
persion E(κ) =

√
∆2 − κ2 < ∆,

ψR/L(x) = CR/L eκx.

While the Hamiltonian does support these midgap states, they do
not satisfies the boundary condition |ψ(±∞)|2 <∞.

Since the open boundary can be viewed as the 
impurity potential in the unitary limit, the midgap 
states occur right at the middle of the gap, i.e. at 
zero energy.



curvature effect
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a
b

c

d
e

f

C=(6,0)

For nanotube with small radius, the curvature 
effect destroys the perfect quantization.

When cut into the flattened nanoribbon 
geometry, the quantization is recovered.


